Status Report, U.S. National Weather Service Office of Systems Operations:

Following completion of reorganization the U.S. National Weather Service (NWS) Office of Systems Operations (OSO) is now the Office of Operational Systems (OPS).  Likewise the former Systems Operations Center (SOC) is now the Telecommunication Operations Center (TOC).  The Data Management Team is now part the Data Dissemination Branch.

Office of Operational Systems:

Chief - Walter Telesetsky
Telecommunication Operations Center:
Chief - William Brockman
Data Dissemination Branch:

Chief - Kenneth Putkovich

Data Management Team:


Team Leader - Fred Branski 

Besides connections to the original Internet, The OPS is now connected to Internet2/Abilene.  The fiber connection was completed and turned over to NOAA April 18.  After testing, the connection was made live April 24.   This and the additional previously established Internet connections are continuing to be monitored. 

The OPS performed an in depth review of the impacts and lessons learned from the VERIZON communications outage experienced by the NWSTG/RTH Washington on November 29 to December 1.  We have updated points of contact and escalation procedures and built impact templates to help us better understand and respond to any future service interruptions or product delivery problems. We are moving forward with establishing a second Point of Presence (POP) with a telecommunication service provider connected to a separate Central Office facility.  We are also working to establish a SONNET ring (fiber optic) to carry high priority lines between the primary Central Office and us. 

The TOC is currently evaluating replacing its existing three IBM mainframes and possibly some or all of its front-end communications processors with IBM MQX Series systems.  We are working toward a parallel operational demonstration to test whether it will support the complete functionality we require and if it will be able to maintain the switching through put we need prior to committing full funding to this solution.

Work is also progressing on development of a geographically separated operational backup of the NWSTG/RTH Washington facility.  We have identified a location at a NASA facility in West Virginia.  A concept of operations plan is underway along with initial systems designs.  We hope funding is likely to be approved in the next few years.

The OPS has expanded the satellite dissemination footprint of the Emergency Managers Weather Information Network (EMWIN) through partnership with the Pan-Pacific Education and Communications Experiment Group via their PEACESAT satellite.  The entire Pacific basin is now covered.

We have also established two new data input services, FTP input and browser-based input.  Both services are available to anyone with TCP/IP access to the NWS Telecommunication Gateway (NWSTG)/RTH Washington.  This can be either via the Internet, GTS or other dedicated line connection.  Establishment of either service requires pre-registration which is done via request through a web page.

When a request for access through the FTP input service is received an ID and password are established.  Users of this service can place files containing one or more messages directly onto established directories on our file servers where they are processed and introduced into our switching system.  

The browser-based input service is similarly managed.  A user uses their ID and password assigned during the registration process to access a web page via a browser that provides input boxes for the WMO heading and text of a message.  The user can type or use cut and paste to enter data.  When ready, the user submits the message via a button, some course validation is done of the heading and message formatting and the message is displayed in final form for a last review.  If satisfied, the user then clicks a transmit button.  The message is then picked up by the NWSTG/RTH Washington and introduced to our switching system.

The OPS is also working to field a Radiosonde Replacement System (RRS).  Traditionally formatted TEMP and PILOT data will be available from the system.  Also available, will be BUFR encoded data of greater density that will be made available to users with the capacity and capability to receive the data or access it via our FTP servers.

After many years, the digital facsimile (DIFAX) dissemination service was ended April 30.  However, the existing products will continue to be available via Internet or direct FTP access from our web page and file servers. 

The NWS replaced the NEXRAD Information Dissemination Service (NIDS) with the Radar Products Central Collection/Distribution Service (RPCCDS) on January 1, 2001.  The RPCCDS allows for the full and open dissemination of U.S. RADAR (WSR-88D) products to the user community without restrictions on the use or redistribution of the products.  An Operational Demonstration of the RPCCDS was conducted between September 1 and October 18, 2000 with the following results.

· End to End Reliability - 99.1% of products generated at the RADAR were available to external users.

· End to End Timeliness - Products were available to external users within an average of 50.3 seconds.

· Number of Products Transmitted:
Maximum
800,668 per day


Minimum
530,838 per day





Average
636,033 per day
The RPCCDS uses a national Wide Area Network (WAN) to collect a prescribed set of RADAR products from all WSR-88Ds in the United States, including the radars on Puerto Rico and Guam.  OPS makes the products available via a multicast server, NOAAPort, a national dissemination system, as well as through the FTP servers.  There are over 130,000 products per day with a volume exceeding 1.8 gigabytes.

All centrally collected products are available through the multicast server.  Access is through a dedicated T1 line.  Any user may also access products via anonymous FTP format directly from the FTP servers.  Access is through a dedicated line or the Internet.  Lastly, any user may access products through the NOAAPort satellite broadcast if they are within its footprint.  A NOAAPort receiver is required.  A subset of the centrally collected products intended to meet NWS operational needs is available.

Current Systems Status:

Main Frames and Front-End Communications Processors - 8 systems

Disk storage -over 400 gigabytes

Communication controllers -over 10 units

Communication lines -over 140

LANS & Routers -5 networks, 4 units

NWSTG Data & Model Products Servers 

140 gigabytes storage

RAID architecture

 
4 Andrew File System (AFS) operated server-client data sets

2 FTP servers

 
AFS Clients

 
3 Web data servers

 

FTP and HTTP

AFS Clients

 1 HTTP Web page servers

 

Documentation

 
4 Additional servers on order (some have arrived and are being configured)

 
Plan for 4 Web page and 4 HTTP servers

Data Management Team:
Fred Branski - Team Leader, Data Management

Phone:  +301 713 0864 ext 146
Fax:  +301 713 1409

Cell/Pager: +240 355 4468

E-mail:   Fred.Branski@noaa.gov






Walter Smith - Senior Data Manager

Phone:  +301 713 0864 ext 139
Fax:  +301 713 1409

Cell/Pager: +301 379 0841

E-mail:   Walter.Smith@noaa.gov

Richard Robinson - Data Manager

Phone:  +301 713 0864 ext 179
Fax:  +301 713 1409

Cell/Pager: +301 379 0840

E-mail:   Richard.Robinson@noaa.gov

Julie Hayes - Family of Services Manager

Phone:  +301 713 0864 ext 120
Fax:  +301 713 1409

Cell/Pager: + 301 442 3601

E-mail:   Julie.Hayes@noaa.gov



KWBC Communications Control Center (CCC) - Tech Control

Point of contact 24 hours every day

Phone:   +301 713 0902
Fax:        +301 587 1773

