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	High-Resolution Rapid Refresh (HRRR) hourly updated storm-scale assimilation/model/post processing system 





Description: 

The High-Resolution Rapid Refresh (HRRR) will run in the NCEP production suite on the NOAA Weather and Climate Operations Computer System (WCOSS).  This system is developed and supported by the Environmental Modeling Center (EMC) in collaboration with NOAA/ESRL Global Systems Division (GSD) and is operated and managed by NCEP Central Operations (NCO).  

The objective of this project is to provide the storm-scale forecast skill in all seasons over that available from the hourly updated 13km RAP.  The HRRR is strongly dependent on the RAP for its initial conditions (and boundaries), although it also has its own 1-h data assimilation spin-up cycle at 3km.  The HRRR includes code and configurations for 1) forecast model (WRF-ARW), 2) assimilation (GSI), and 3) post-processing (unified post or UniPost).    

The improvement in forecast skill has been achieved by the HRRR design detailed in the next (Scope) section.  The improvements are manifested in improved wind and temperature forecasts at all levels, improved ceiling and precipitation forecasts.   This package has been developed and tested thoroughly at NOAA/ESRL/GSD between 2011 and 2014. 
This project is an NCEP Annual Operating Plan (AOP) milestone for FY14.   The milestone maps to NCEP’s strategic goal to produce and deliver the best products and services.
Scope: upper left top segment of quad [in condensed form]
The scope of the project includes: 

· Changes to GSI analysis

· Uses code from EMC repository.
· Applies at 3km resolution with 4-1 ratio for analysis increment calculation vs. actual output grid resolution for speed.
· Uses 3DVAR application for slightly faster speed instead of hybrid ensemble/var.

· Includes all other GSI options as used by RAPv2, including use of moisture PBL pseudo-observations, soil moisture adjustment, non-var 3-d cloud/hydrometeor assimilation, assimilation of lightning

· Introduction of improved QC flagging for profiler/sodar wind profile observations
· Changes to WRF-ARW model and its configuration
· Upgrade to WRF version 3.4.1, same as used for RAPv2 – renamed 3.4.2 to include a fix to address a model cold bias over snowpack 
· Uses same WRF options as specified for RAPv2 including MYNN PBL, 9-level RUC land-surface model, and Thompson cloud microphysics.
· Differs from RAPv2 in that no deep cumulus parameterization is called.

· Changes to NCEP unified post processing

· Uses latest trunk version including direct GRIB2 output.
Output Availability / Issues
           Hourly Output on 3km native and 2.5km NDFD grids over the HRRR CONUS domain
1. Output on native 3.0km grid

a. Pressure level data file with 564 records

b. Native level data file with 699 records

c. Surface data file with 99 records
2. Output on NDFD 2.5km grid

a. 81 records

            Sub-Hourly Output on 3km native grid (every 15 minutes)
1. Output on native 3.0km grid

a. 24 records
            Station Time-Series BUFR Data

1.  Available for 1133 stations

2.  Data for all forecast hours, not sub-hourly

The scope of the project does not include:   full 3-d data as part of the sub-hourly output
The following areas of scope are uncertain or have not been fully defined:   The ability to generate the sub-hourly output is dependent upon efforts to make the forecast mode more efficient such that it can fit into the time slot without using all of the compute nodes allocated to the HRRR such that a few can be used for sub-hourly post-processing
Justification & Expected Benefits:   upper left bottom segment of quad [in condensed form] 

The following benefits will accrue from the changes listed above under scope:

1. Hourly updated high-resolution (storm-permitting) forecasts of convective evolution and structure along with various parameters relevant to severe storm, aviation, energy-related, and winter weather forecasting.
Organizational Scope: 

The organizational scope of the project includes all of the NCO Branches, the EMC Mesoscale Modeling Branch, the Aviation Weather Center (AWC), the Storm Prediction Center (SPC), the Weather Prediction Center (WPC), the NWS Telecommunications Gateway (TOC), NOAA/ESRL/GSD, the NOAA Web Operations Center (WOC) and the NWS OS&T. EMC and GSD will be responsible for developing the code changes, and EMC will be responsible for running retrospective runs and validating the quality of the HRRR.  The NCO will be responsible for the technical testing, evaluation and implementation of the HRRR.  The NCO will also be responsible for coordinating the product and volume changes with the AWC and SPC.  The AWC, WPC SPC and NWS ER, SR, CR, and WR will be responsible for the subjective evaluation of the HRRR changes.

Proposed Evaluation Team: lower right top segment of quad [in condensed form]
	Organization
	Recommended
	Optional (nice to have)

	NCEP Centers
	EMC, NCO (mandatory-see above)
	

	NCEP Service Centers
	SPC, AWC, WPC
	OPC, TPC

	NWS Regional SSDs
	ER, CR, SR, WR  
	

	Other NWS, WFO or NOAA components
	
	

	External Customer
	FAA
	


FTE / Funding: lower right bottom segment of quad [in condensed form]
	Category of FTE
	Number
	Base
	Soft / Source
	Unfunded

	Civil Servant
	0.6
	100%
	
	

	Contractor
	0.4
	75%
	25% FAA/AWRP
	

	Visiting Scientist
	0
	
	
	


Risk: 

This implementation package was sized to take advantage of the full “rapid update” run slot (as defined in the NCO/EMC Jigsaw Puzzle) on the WCOSS computers known as tide/gyre. WRF and GSI codes are all highly scalable and, should the need arise, parameters in their configuration (task geometry) can be adjusted to allow the HRRR package to fit into the allotted timeslot on the WCOSS.  This has been accomplished repeatedly in the past by EMC and GSD working closely with IBM applications specialists and NCO SPAs.

Test Plan:

The latest version of code and namelist options for each HRRR component (WRF, GSI, unified post) were obtained from ESRL/GSD.   GSI and Unified Post code were extracted from the EMC repository.  These codes are compiled and the new executables have been integrated into the test HRRR script (being developed jointly by EMC and GSD).   The HRRR has been tested at ESRL/GSD for all four seasons in real-time, including ongoing real-time (warm season) comparisons to the currently operational RAPv2 and previous RAPv1.   The set of cases run is listed in the following table:
	Case Date

Cycle
	Nominated From
	Case Description
	Unanticipated

Consequences

	20140128
	
	· Accurate snow forecast from HRRR for Atlanta snow event
	

	20120629
	ESRL
	· Much better forecast of DC derecho with HRRR model using RAPv2 vs. RAPv1 initial conditions
	

	
	
	Unanticipated Consequences Cases


	

	20130531
	SPC
	· El Reno supercell and flooding case
	Consecutive HRRR runs had consistent indication of supercell, flooding off by a few counties

	20140521
	NWS Denver
	· Denver airport supercell
	Well forecast in consecutive HRRR runs

	201406
	NWS Western Region and NWSFO Denver
	· Snow cover problematic near mountains, not consistent with 3km terrain.   Problem comes from using 13km land-use fields from RAP for 3km HRRR.
	Will change to 3km land-use cycling in HRRRv2 in 2015.

	20140611
	SPC
	· HRRR (and other models) assimilated erroneous 96F dewpoint observation from a western Texas station.   SPC called GSD – this triggered erroneous convection in HRRR forecasts in same area.
	

	2014 spring
	SPC
	· HRRR often too dry and warm in warm sector.  RAPv3/HRRR-2014-ESRL are improved, but further improvements needed for partial cloudiness/radiation and now in development at GSD.
	Will change for RAPv3 and HRRRv2 implementation in 2015.


A real-time HRRR cycle was set up by EMC in spring 2014 with assistance from ESRL/GSD.  

At the end of testing when all the components of the change package have been combined and tested, the final frozen change package was tested by EMC for 30 days of testing prior to delivery of code to NCO.  EMC’s near-real-time parallel testing will continue while EMC and NCO work towards frozen code and scripts and NCO begins the real-time parallel testing on the prod machine.  

Presentation of Test Results:
All available test results were presented to the EMC Change Control Board (CCB) meeting on 7/14/2014.  The EMC Director, other senior staff making up the CCB and invited NCO/PMB staff will decide on its sufficiency.  A signed MEMO For the Record will be sent to NCO prior to filing of Requests For Change.  It is noted that future CCBs may be held jointly between EMC and NCO.

Project Authorization

Appointment of Project Manager: 

To achieve the objectives of this project, the Project Sponsors appoint _____________ of NCO/PMB and _______________ of EMC/MMB as co-Managers for this project. In this capacity, the co-Managers have the authority to expend NCO & EMC human and financial resources to accomplish objectives of the project.

Project Budget Authority: 

In support of this project, the Project Sponsors authorize the use of staff time to meet the scope/objectives.

Project Reporting Frequency: 

Status will be reported on a quarterly basis or as required by Sponsor.

Project Expected Duration: 

The project will last approximately 6 months.

Schedule: upper right segment of Quad, provided by and updated quarterly by NCO/PMB 

	Milestone (NCEP)
	Date
	Status

	EMC testing complete
	6/30/2014
	EMC is performing testing of the full HRRR cycle with all components on WCOSS.  ESRL has already performed extensive testing on jet/zeus research computers  

	Code delivered to NCO
	7/7/2014
	

	Technical Information Notice issued
	8/1/2014
	 

	CCB approve parallel data feed
	7/14/2014
	 

	Parallel testing begun in NCO  
	7/14/2014
	

	IT testing begins
	7/18/2014
	

	IT testing ends
	7/25/2014
	

	Real-time evaluation ends
	9/ 2/2014
	 

	Management briefing
	9/12/2014
	 

	Implementation
	9/16/2014
	 


Project Sponsor(s): 

Ben Kyger, Director NCEP Central Operations



Hendrik Tolman, Acting Director, NCEP Environmental Modeling Center


Signature(s) of the project Sponsor(s) indicates the project charter has been reviewed and approved by

the Project Sponsor(s).

Project Sponsor Approval:   _________________________________________  Date: ____________




     Ben Kyger, Director, NCO

Project Sponsor Approval:   _________________________________________  Date: ____________



                  Hendrik Tolman, Acting Director, EMC

NTOP Project Number: NCOxx      Look at the RMS project list to get the proper NTOP number (confirm 

                                                        with Sponsor/PMO)                               

 PMO Project Number: PMOxxx    PMO will assign this number once the project is signed by Sponsor 

                                                       (signed copy goes to PMO)
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