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As the aviation, shipping and ground transportation industries expand, predicting and monitoring fog 

become more important in ensuring safe personal travel and smooth cargo transportation.  Heavy fog 

reduces visibility, causing airline flight delays and major highway closures.  Moreover, fatal accidents can 

be caused by foggy conditions. 

The Fog Monitor is an AWIPS application which identifies areas where fog may be present.  The 

Fog Monitor accomplishes this by applying various algorithms to visible and infrared satellite images.  

This technical note addresses the algorithmic techniques of the AWIPS Fog Monitor, which uses multiple 

channels of GOES satellite data. 

1. Overview 

When a satellite imager takes a “picture” of the Earth, the resulting image is actually composed of 

thousands of tiny dots called pixels, short for picture elements.  Each pixel is colored black, white or a 

shade of grey according to its energy value as sensed by the satellite.  Enhancement techniques via 

automatic arithmetic operations adjust the energy value of these satellite image pixels within a specific 

range, to increase the contrast between an object and its background.  Thus, using automation, satellite 

image analyses are applied to each pixel of an image to form a new, enhanced image. 

In addition to the image analysis technique described above, forecasters visually identify whole 

weather systems from a satellite image based on the shade, shape, texture and size of clouds; geographical 

boundaries are positioned behind clouds as a background.  Taking advantage of these two methods and 

considering the efficiency of the data process in an interactive manner, an Object Oriented Analysis is used 

in this fog monitoring procedure. 

According to a group of preset “hard thresholds”, first estimates of the continuous fog areas are 

extracted from the satellite image (2D array) as fog cells. Figure 1 shows the fog cell as a subset of the 

satellite image.  These presumed fog cells are input to a pipeline of filters for verification. 



 

2. Supporting Meteorology for the Fog Monitor 

As mentioned above, the Fog Monitor uses Object Oriented Analysis, wherein objects are completely 

described by their properties and their behaviors.  These features are used to distinguish the object.  For 

example, one property of fog is its static spectral features derived from different satellite channels.  The 

kinematics of fog, including the evolution and movement of fog, is an example of its behavior.  Thus, 

such unique features make fog identifiable. 

Using the behavior of fog would require time-consuming satellite imagery sequencing.  To increase 

efficiency, fog’s behavioral features were not included in the first version of the Fog Monitor.  Thus fog’s 

spectral features are presented. 

 
2.1 Reflecting Radiation 

            
Particle Fog  Stratus Other cloud Long IR  Short IR VIS 
Wavelength 
 

1~10 μm 5~6 μm >10 μm 10.7 μm 3.9 μm 0.4-0.7 μm 

   Table 1: Cloud particle sizes .vs. GOES satellite Channels 
 

Satellite sensors receive reflected and emitted radiation. Three channels important in the meteorology 

of fog monitoring are outlined in Table 1.  Also known as GOES Channels 1, 2 and 4, the visible (VIS) 

wavelength channel, the shortwave infrared channel and the longwave infrared channel have central 
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wavelengths of 0.65, 3.90 and 10.70 microns, respectively.  According to Rayleigh and Mie scattering 

theory, in the VIS channel, reflectivity mainly is proportional to the depth of clouds and fog.  At 3.9 µm, 

fog and stratus clouds have a maximum scatter rate when the droplet size itself is near 3.9 µm.  The 

difference between fog and other clouds is illustrated in Figure 2. 
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Figure 2 Reflecting radiation difference between fog and other clouds in different channels 

 

In the VIS channel, fog should have a medium range gray scale value.  In the shortwave IR channel, 

however, fog should have a higher scattering rate than at other wavelengths.  In addition, in the case of 

reflecting radiation, there are two other features used for daytime fog detection.  One is that the fog 

region in a satellite image should be smooth, clear edged and regular.  The other is that fog is a strong 

reflector of radiation in the 3.9μm channel, but snow cover and sea ice are weak reflectors for that 

wavelength.   

 
2.2 Emitting Radiation 

 

 

 
 

Channel 

 

VIS (0.4 - 0.7μm) 

 

3.9 μm  IR 

 

10.7 μm IR 

 

Radiation received 

by satellite  

 

Scattering radiation 1 

Emitting radiation 0 

 

Scattering radiation 

Emitting radiation 

(combined) 

Scattering radiation 0 

Emitting radiation 1 

 

Table 2.  Emitting Radiation in different satellite channel:  0 means “can be ignored”,  1 means “major” 
 



Table 2 shows that in the 3.9μm channel, the radiation received is composed of both reflecting and 

emitting radiation. So this radiation cannot simply be used to represent either type of radiation without 

separating them.  See the Appendix. 

In the 10.7μm channel (GOES channel 4), emitting radiation prevails.  Therefore, the brightness 

temperature derived from this channel is used to measure the temperatures of fog and clouds.  Figure 3 

shows that in IR channels, fog is usually warmer than other clouds like altocumulus, altostratus and 

cirrus1. 

 

Figure 3.  Temperature difference between fog and other cloud. 

 
 
For the emitted radiation, the fog product is the primary tool for fog detection during night time.  

The fog product is found by subtracting the brightness temperatures at 3.9 microns from those at 10.7 
microns.  Large differences signify the presence of fog or opaque low to mid-level clouds.  With a 
threshold between 1 and 2 K, the fog product can catch most of the nighttime fog, as indicated in Figure 4.  
However, in Channel 2, the fog product is not useful when there is even the slightest amount of sunlight 
present.  
 

                                                        
1 Ellrod, Gary.  Email communication.  2005.   



 

Figure 4.  Virtual Institute for Sat lite Integration Training (VISIT)

3. Procedure 
The objective is to determine the thre  cell, and then assign a GRAY, GREEN, 

YEL

RAY: insufficient data to determine threat level at this location 

 pipeline is used to organize a procedure of determining the threat levels for some areas in the satellite 

 
ecall Figure 1, which illustrated the overall approach of the Fog Monitor.  This section will give more 
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at level of each fog
LOW or RED threat level according to the following guidelines:   

 
G
GREEN: there probably is not fog at this location 
YELLOW: there may be fog at this location 
RED: there probably is fog at this location 
 
A
image. The pipeline includes a series of data filters. Each filter has the same input and output interfaces, 
which make most of the filters easily removable as shown in Figure 5.  
 

Figure 5 Having e filters. To prevent accidental  the same input and output interfaces enables removabl
removals, indispensable filters, marked with a red “X” do have different interfaces. 

R
detailed information on the component parts in Figure 1.  Not only does the fog detection algorithm use 
an Object Oriented Design (OOD), but the software structure of fog monitor is also employs Object 
Oriented Programming (OOP).  

 
2 URL: http://rammb.cira.colostate.edu/visit/fog/irtemp.asp 



As shown in Figure 6, the GOES (or Fog? Or satellite?) image is initialized from the data reader.  
The 

 

3.1 Filter
The filter for normalization is only applied to the VIS satellite image.  Due 

to di

Not only will this filter do the normalization to the VIS data, but it will also build the range of 
dayt

image is then put through a pipeline with loosely coupled data filters.  During this process, several 
fog areas are detected, generating fog cells.  In the end, the fog image with its subset, the fog cell, is 
output to a file using a data writer.   

Fog Cell 

Fog Cell 

Fog Image 

Day Time 
Night Time 

Twilight 

Figure 6.  The Fog Image and Fog Cell are objects.  
 for Normalization 

Refer back to Figure 1.  
fferent solar elevations in different locations in the Fog Monitor’s area, the VIS image needs to be 

normalized.  This will eliminate the brightness count’s dependence on solar elevation, allowing us to 
objectively compare the VIS image.  By applying Albers’ semi-empirical equation (1992), using a small 
elevation angle (< 8°), the fog image is normalized and then fine tuned/tweaked.  
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 7. Brightness is affected by the solar elevation angle Figure

ime and nighttime for each row, as shown in Figure 8.  The twilight area is determined by a 
user-customized twilight solar elevation angle.  For example, let the twilight angle be equal to 1 and angle  
∠SBD also be equal to 1.  As illustrated in Figure 7, arc BA will span the twilight area and will be 
assigned a threat level of gray.  To test this feature, change the twilight angle setting, then check the 
change of the width twilight band in the image display during the time of dawn and dusk in that area. 
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Figure 8. Vis Range and IR range are built during the Normalization Process 

  
  

Figure 9a Before normalization               Figure 9b After normalization 
 

 
3.2 CoreProcessor (Feature Extraction)  

Based on a set of thresholds of IR3.9, IR10.7, and VIS, some continuous areas with similar medium 
range gray scale values can be preliminarily extracted from the satellite imagery. 

Figure 10. Examine the neighboring eight nodes. If any node is in the same range of 
gray scales, then it is considered to be in the same segment. 
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Figure 11.  Detection of continuous gray scale segments in a satellite image. 

Figures 10 and 11 show how each line of an image is scanned, pixel by pixel.  If a pixel within a 
certain threshold is found, the Fog Monitor checks its adjacent 8 pixels to see if any of those pixels are 
within the same threshold range.  Then for each surrounding pixel within the same threshold, these steps 
are repeated until there are no surrounding pixels within the same threshold range. 
    The Fog Monitor uses these hard thresholds to group pixels together; the objective is to give a threat 
level, not simply to give the probability of fog occurring.  Users can perform their own test by changing 
the threshold ranges, then verifying that the detected fog areas changed in shape or size, for example. 
 
3.3 Area Size Filter 

The Area Size Filter simply checks the size of the fog cell.  If the size of the fog cell is less than a 
certain threshold, that cell is regarded as noise and is assigned a threat level of green.  To test this feature, 
increase the thresholds for the Area Size filter.  Then observe whether previously detected, small areas 
with yellow or red threat levels are displayed as green instead in the fog image display.  
 
3.4 Smoothness Filter 

The Smoothness Filter checks the variation of the gray scale value for the VIS data, downgrading the 
threat level of the fog area (i.e. the Fog Cell) if it is not smooth enough.  This filter is only applied to VIS 
data for two reasons: First, VIS data has relatively wide range of threshold, while nighttime fog detection 
only has a very narrow threshold range.  Second, smoothness is usually a visual evaluation for the texture 
of the planar object. 
 
Let x be the gray scale value of the pixel in VIS image and n be the size of a the Fog Cell.  Thus,   
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3.5 Snow/Ice Filter 
Snow cover and sea ice are weak reflectors in the 3.9µm channel, while fog and stratus are strong 

reflectors. As mentioned in Table 2, the derived brightness temperature comes from a mix of emitted and 
reflected radiation. This means that the satellite will receive much more energy from fog than from snow 
cover and sea ice.  Fog looks much warmer than snow cover and sea ice do in Channel 2.  So by 
evaluating the brightness temperature at this channel, the snow cover or sea ice area can be distinguished 
from the fog area. 
 
3.6 Fractal Filter 

Fog has a visually clear, regular edge in satellite imagery, except for the cases like valley fog.  So the 
regularity of the fog can used to eliminate some irregular noise. 

Figure 12.  FD = 2ln(P/4)/ln(A ), where P = perimeter, A = area and F =  Fractal Dimension 
 

 
3.7 Geographical Information Filter 

Finally, the extracted areas of fog will be divided into proper geographical boundaries.  Afterwards, 
the threat level of a specific forecast zone or county will be assigned that of the most serious threat level 
from all the pixels belonging to that zone or county.  This geographical filter must be the last of all filters.  
Otherwise, it will break the continuity of the fog area as shown in Figure 13.  



Figure 13.  The zone border demarcates two areas from one area of fog. 

3.8 Filter manager: Fog Pipeline 
The Fog Pipeline arranges all the filters in a specific order, to insure correct data flow.  Since both 

the regular SAFESEAS monitor area and the specific fog monitor are in use, the pipeline’s job is to split 
the data flow in two and to guide the data into two sets of filters of different thresholds. 

Fog Monitor Area 

SAFESEAS Monitor Area 

Figure 14.  Two monitor areas share the common satellite data from a combined area 

 
Two areas of responsibility usually overlap each other. So in the beginning of the pipeline, a Fog 

Image for the combined area is established.  From that full scale image, two subsets are created as shown 
in Figure 14.  Next the two subsets go through the same filters but with different thresholds.  Finally, the 
output is displayed in D2D.  See Figure 15.  



 

Figure 15.  Fog monitor D2D display with the twilight area 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Appendix: Estimation of reflecting radiation in channel 3.9 um 
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This is how the reflective product of RAMSDIS ONLINE is generated, assuming TBBemit3.9 = TB10.7 

for a blackbody.  This is an approximated reflect product and does not take the angular correction into 
consideration.  So in the algorithms, it is not adopted for fog detection but for sea ice/snow cover 
exclusion. 
 
 
Further Reading 
 
http://www.cira.colostate.edu/RAMM/Rmsdsol/main.html
http://www.nrlmry.navy.mil
 
Allen, R.C., P.A. Durkee, and C.H. Wash, 1994: Snow-cloud discrimination with multispectral satellite 
images. J. Appl. Meteor  
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