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Preface

This report is basically a compilation of the work performed in HRL from 1995 to the
present investigating the use of NEXRAD data for hydrologic modeling. Over this time span,
some of the results in this report were published in journals or presented at conferences. It was
decided to place the majority of the results into a final document that could be distributed to
interested groups as well as referenced in future reports.

As the work has progressed over a multi-year time span, more data has become available
for analysis. For example, the analyses in Chapter 2 were based on the 9 months of available
NEXRAD data, while the hydrologic simulations in Chapter 5 used 3 years of data.

The authors would like to thank Dr. Lee Larson and Dr. Charles Hoffeditz for their
support during their terms as Chief of the Hydrologic Research Lab. The comments of John
Schaake, Jay Breidenbach, Rich Fulton, Dennis Miller, and D.J. Seo are appreciated. The
helpful review and comments by Billy Olsen, Bill Lawrence, John Schmidt, and others at
ABRFC are acknowledged and appreciated.
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1. Introduction

1.1 Scope

For hydrologic modeling, the basic premise surrounding the use of NEXRAD and other radar
precipitation estimates is that higher resolution data will lead to better simulations. Until recently,
standard procedures within the NWS River Forecast System have called for models to be calibrated
and operational real time forecasts to be made using raingage measurements. Phase I of the
Distributed Modeling Project, originally developed by Lindsey (1993), Lindsey (1994), and
continued by Smith, (1996), attempts to address the questions: ‘How can Stage III precipitation
estimates be used with existing NWS hydrologic models and procedures to improve simulations?’;
‘Can the Sacramento model be used in lumped and semi-distributed modes with Stage I11?’; ‘If a
sufficient period of Stage III data is not available for calibration, can guidelines be developed for a
priori hydrologic model parameter adjustment so that historically derived parameters can be
modified for use with finer resolution Stage III data’? and “What level of basin sub-division will
give the optimum simulation results?’ In other words, Phase I addresses the situation of distributed
model inputs, not distributed model parameters. While many fully distributed parameter models
already exist, research has first been directed towards answering several basic questions concerning
the use of the gridded Stage III data. In Phase II of this project, it is envisioned that hydrologic
models having distributed parameters as well as being forced by distributed inputs will be
investigated.

The study area chosen for this work is the Illinois River above Tenkiller Ferry Lake in
Oklahoma. Hourly streamflow data is available for 8§ basins in this watershed, and the ABRFC has
the longest duration archive of hourly Stage III data. The basins were chosen as they are
unregulated headwater basins. Figure 1-1 displays the location map of the study basins.

The primary purpose of the research under Phase 1 is to address issues related to the RFC

scale of basins. However, the results may shed light on issues dealing with forecasting the response
of smaller basins.

1.2 Goals of Phase 1.

Two main goals are identified for Phase I:

1. Evaluate the improvement gained through the use of distributed inputs to existing
NWSRFS hydrologic models. Before moving to a fully distributed parameter hydrologic model in
future research, we want to first determine if any improvement can be gained by using distributed
inputs rather than lumped inputs. A semi-distributed modeling approach will be examined in which
existing basins will be disaggregated into a number of sub-basins, each receiving a spatially averaged

1.1
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precipitation input.

Figure 1-2 presents the modeling approach investigated in this research. On the left side of
the figure is the current method for lumped parameter modeling to generate hydrographs at a forecast
point. Lumped parameters are developed for the Sacramento model through calibration using
upwards of 45 years of precipitation and streamflow data. Precipitation input to the models is in the
form of a 6-hour mean areal precipitation (MAP) value most commonly determined by Thiessen
weighting of rain gage reports. Due to reporting limitations in the rain gage network, the minimum
time step was set at 6 hours.

The right hand side of Figure 1-2 presents the semi-distributed modeling approach. In
essence, this approach models a basin by disaggregating the area into a number of constituent sub-
basins. For each of these sub-basins, Stage III data is used to define a mean areal precipitation value
(MAPX). Hopefully, disaggregation will capture the essential spatial variability in the rainfall to
provide an improvement over lumped modeling. In addition, each sub-basin will have its own
unique unit hydrograph. Routing of sub-basin hydrographs to the main basin outlet will be
accomplished by having each sub-basin unit hydrograph reflect both the transformation of runoff
depth to discharge as well as the translation of the sub-basin hydrograph to the main basin outlet.
Parameters for the Sacramento model will be developed through calibration or a priori adjustment
of the lumped calibrated parameters. A key question posed by this formulation is how to
parameterize and calibrate a semi-distributed hydrologic model given only observed streamflow
information at the outlet.

2. Develop tools and procedures to enable RFC personnel to more effectively use the NEXRAD
data for hydrologic modeling. Examples of such tools include methods of deriving synthetic unit
hydrographs for sub-basins in semi-distributed modeling. In addition, additional capabilities need
to be added to the Interactive Calibration Program (ICP) to enable RFC personnel to do hydrologic
modeling at finer time scales. These enhancements include being able to plot hourly discharge data
and to provide statistics based on shorter time step information. In addition, a new operation for
performing Muskingum-Cunge routing between sub-basins is desirable. Such a channel routing
procedure would help limit modeling uncertainty to the rainfall-runoff processes.

1.3 Overview of the report

If a semi-distributed modeling format is to be used, then some method of parameterization
and calibration needs to be developed. A significant effort was directed towards the investigation
of the sensitivity of Sacramento model runoff components to the scale of precipitation forcing.
These analyses are presented in Chapter 2.

In Chapter 3, comparisons of mean areal precipitation values derived from two types
of raingage networks (MAP) are compared to operational areal means computed from the gridded
Stage III data (MAPX). These analyses were conducted to evaluate the assumption that in flat
terrain, the long term mean annual areal mean precipitation derived from radar data should be similar
to that derived by a raingage network. In the first set of analyses, MAP values computed from the

1.3
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National Climatic Data Center (NCDC) cooperative observer network are compared to operational
MAPX values for a 7 month period for 8 basins from the Tulsa RFC. In the second set of analyses,
MAP values derived from the operational raingage network are compared to operations MAPX
values for the same nine basins over a three year period. The hydrologic modeling implications of
any differences between MAP and MAPX values are discussed.

Chapter 4 presents the results of numerical analyses investigating the optimum level of basin
disaggregation. Few guidelines exist in the literature to aid the hydrologist in answering the
question: “Given the availability of gridded precipitation measurements, to what level must a lumped
basin be disaggregated in order to improve hydrograph simulation”? In this chapter, the effects of
random noise in the gridded rainfall data on peak flow and volume are presented.

In Chapter 5, the main findings of Phase I are presented: results of lumped and semi-
distributed simulations using Stage III inputs. Improvements over rain gage based hydrologic
modeling are discussed. Approaches for deriving sub-basin unit hydrographs are described, as well
as the limitations of using the standard S-Curve method to derive a one-hour unit graph from a six-
hour unit graph. In addition, discussion is provided concerning the calibration of lumped and semi-
distributed sub-basins using Stage III. Chapter 6 is a natural continuation of Chapter 5 in that issues
related to sub-basin parameters are discussed.

While each chapter contains a section on results and conclusions, Chapter 7 serves to present
a list of overall conclusions. A series of recommendations is provided in Chapter 8. Graphs and
other information too numerous to present in the main body of the report are included in the
Appendices.
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2.0 The Sensitivity of the Sacramento Model to Precipitation Forcing of
Various Spatial and Temporal Scales.

2.1 Introduction

The Sacramento Soil Moisture Accounting Model (SAC-SMA) model is a conceptual
rainfall runoff model with spatially lumped parameters (Burnash, 1995; Burnash et al., 1973).
Within the National Weather Service, it is generally applied to river basins ranging from 300 km?
up to 5000 km*. Basin sizes vary according to hydrologic region, geomorphology, forecast point
requirements, and available data. The SAC-SMA model is generally run at a 6-hour time step but
can run at any time step. Inputs to the SAC-SMA model are 6-hour mean areal precipitation (MAP)
and 6-hour mean areal potential evaporation (MAPE). MAPE is estimated from pan evaporation
data or monthly mean potential evaporation, and may also be calculated from synoptic data. The
SAC-SMA model parameters are manually and automatically calibrated with the objective of
making the model simulation match historical observed discharge data. Calibration usually requires
at least 8 years of historical input precipitation data for continuous simulation and comparison to
observed discharge (U. of Arizona, 1995). An additional 8 years of historical data are recommended
for model verification. Therefore, the calibrated parameters are inherently tied to the spatial and
temporal scale, terrain, geographic location, and gage networks from which they are calibrated.

As aresult of the calibration parameters being linked to the historical rain gage network, a
direct utilization of the gridded Stage III data cannot be made without understanding how the SAC-
SMA model responds to precipitation forcing at various spatial and temporal scales. Optimally, a
lumped basin that is disaggregated into sub-basins should be recalibrated to reflect the model’s
response to a different scale and type of precipitation forcing (i.e., 6 hour gage MAP values vs. 1
hour gridded radar precipitation estimates) (Bradley and Kruger, 1998). Obled et al. (1994) followed
this procedure when they modeled a basin in a lumped fashion and then as a collection of 9
constituent sub-basins. However, For the NWS, less than 3 years of Stage III data are available for
recalibration of the SAC-SMA model, which is an insufficient length of time for calibration and
validation of model parameters. Comprehensive procedures exist within the NWS for the calibration
of the SAC-SMA on lumped basins provided there is stream gage data available. However, it is
unclear how to recalibrate the model parameters on the disaggregated sub-basins due to the absence
of stream gages at internal points. Thus, the NWS faces the unique problem of using a semi-
distributed modeling approach for operational forecasting, without a sufficient period of high
resolution Stage III data or observed discharge data with which to calibrate the sub-basins. Until an
adequate Stage III calibration data set is available, improved understanding is required concerning
SAC-SMA model parameter adjustments to account for model response to different scales of
precipitation inputs.

2.1
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This section presents the results of the sensitivity of the SAC-SMA model runoff component
volumes to Stage III gridded precipitation estimates at numerous space-time scales. There are no
actual hydrographs being presented in this section, simply the runoff component volumes. Although
model parameters are tied to the space-time scale, terrain, and gage network characteristics from
which they are calibrated, this section shows similar model results from a wide range of model
parameters. Therefore, the results presented are considered to be generally applicable to the SAC-
SMA model response and are not tied to the parameters used. A primary assumption in the analysis
is that the 6-hour Stage III MAPs are equal to the historical 6-hour gage MAPs because gage data
1s used by the Stage III multi-sensor field. In addition, the calibrated SAC-SMA model parameters
are assumed to be applicable to input MAPs estimated from Stage III data as well as gage network
data.

2.2 Review of related research

Hydrologic model response to precipitation inputs of various spatial and temporal resolutions
has been the subject of numerous investigations. Many studies have approached this problem from
the standpoint of rain gage sampling and density. Recently, the implementation of radar has enabled
hydrologists to begin the evaluation of model response to gridded precipitation estimates.
Intuitively, one would hypothesize that the use of higher resolution data leads to better model results.
Surprisingly, there does not seem to be a clear trend in the literature that supports this hypothesis.

In an oft-referenced work, Wilson et al. (1979) concluded that ignoring the spatial variability
of precipitation input, even when the total depth of rainfall is preserved, can have significant
influences on the runoff hydrograph. Their findings were based on the analysis of a 67 km? basin and
two levels of synthetic precipitation definition: in the first case, one gage was used to define the
input to a lumped parameter model, while in the second, 20 gages were used. Based on limited
testing, Shanhltz et al. (1981) arrived at a similar conclusion, as did Beven and Hornberger (1982)
who suggested that: ‘

....(the) incorporation of distributed inputs would lead to improvements in simulating
catchment hydrographs.’

On the other hand, Obled et al. (1994) used 21 rain gages to define the input to 9 sub-basins
representing a 71 km* basin. They presumed that providing distributed inputs to the model would
improve simulations, especially if parameter re-optimization was allowed. However, their semi-
distributed representation of the basin produced slightly worse results than a lumped representation
combined with coarser precipitation input, even after recalibration of the model parameters. The
authors were unable to prove the value of using distributed rainfall inputs to improve hydrologic
predictions, noting that:

‘better dynamics expected in the discharge from better information on rainfall pattern is not
demonstrated in (the) goodness-of-fit criteria’.

2.2
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Krajewski et al. (1991) saw more influence from temporal resolution of rainfall inputs than
from spatial variability. Given the very small size of the basin (7.5 km?), the authors concluded that
their results were reasonable. However, Pessoa et al. (1993) found that simulated hydrographs from
an 840 km* basin using distributed radar-rainfall inputs were not significantly different than
simulated hydrographs produced from lumped radar-rainfall inputs. Significant differences were
realized, however, when lumped rainfall inputs were defined as the arithmetic means of upto 5
randomly selected radar pixels.

Kouwen and Garland (1989) examined the effects of radar data resolution on runoff
hydrographs produced from a distributed parameter model, and attempted to define guidelines for
the appropriate level of rainfall input resolution. They found that coarser resolution radar input
sometimes produced better simulation results due to smoothing of errors present in finer resolution
data. However, they also recognized that local circumstances dictate whether radar data smoothed
into a coarser grid would be appropriate. Their study also presented significant differences between
runoff hydrographs produced by rain gage only data and radar data.

Kenner et al. (1996) recognized the need to identify the scale dependencies of critical
hydrologic parameters. Preliminary results were obtained when a 963.5 km? basin was modeled as
a single lumped area and as a collection of 5 sub-basins. In limited tests on a single extreme event,
the semi-distributed approach produced better agreement with the observed hydrograph than the
lumped approach. However, the results may be affected by the fact that neither approach was
calibrated.

In a recent study, Shah et. al. (1996) examined the spatial variability of rainfall on a small
(10.55 km?) basin for various levels of antecedent moisture conditions. Spatial averaging of rainfall
inputs led to adequate simulations under wet conditions. However, greater errors resulted when
spatially averaged rainfall fields were used with dry antecedent moisture conditions, indicating a
linkage between spatial variability of rainfall and the distribution of soil moisture which
subsequently controls the generation of runoff.

Ogden and Julien (1994) found severe reductions in peak discharge due to a reduction in
rainfall excess which was directly attributed to the aggregation of radar inputs. Their analysis used
high resolution radar inputs and a gridded rainfall runoff model on watersheds less than 150 km?.

Wood et al. (1988) introduced the concept of a representative elementary area (REA) to
account for the small-scale heterogeneities in the macro scale models. The REA represents the
threshold scale where statistical representations of smaller areas can replace actual patterns of
variability. For the 525 km? Little Washita catchment Wood (1995) estimated the threshold scale
to be on the order of 5 to 10 km®. However, Fan and Bras (1995) argued that the REA concept has
limited utility in hydrology because the REA is scale dependent, and it can vary on individual storm
events.

2.3
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Nalbantis (1995) developed guidelines for adjusting certain hydrologic model parameters to
account for changes in temporal modeling scales. He addressed the problem of lumped parameter
models calibrated with daily information that were then used at shorter time intervals to simulate
flood events. Often, this situation arises when continuous daily rainfall and streamflow data are
available for long periods, but an insufficient period of shorter time interval data is available for
proper calibration at shorter time intervals. His proposed strategy involved calibrating the model
at a daily time step, then adjusting certain time-dependent withdrawal coefficients to derive a model
to be used at a 1 hour time step. The daily model would be operated continuously. At the onset of
a flood event, the derived hourly model would be initialized using the states of the continuous daily
model. His results showed that the prediction of initial values of the 1 hour state variables related
to slow response of a basin can be done quite accurately. However, he could not produce an
automated method to reliably transfer the rapid response state variables from the daily to the hourly
scale without requiring significant tuning.

2.3 Method

In order to examine the response of the SAC-SMA model to Stage III precipitation inputs
at various spatial and temporal resolutions, a collection of synthetic sub-basins is created. The
synthetic sub-basins correspond to regular aggregations of HRAP bins within a 64x64 HRAP bin
matrix. These sub-basins range in size from 1x1 HRAP bin up to 64x64 HRAP bins, as shown in
Table 2-1. MAP inputs for the sub-basins are calculated from a 64x64 HRAP bin, 1-hour, Stage III
precipitation data set that encompasses a calibrated test basin at Eldon, Oklahoma. Figure 2-1 shows
the 64x64 HRAP bin experimental data set and the Eldon test basin. Figures 2-2a, b, ¢, d, ¢, f, and
g show the scaling of MAP inputs for a 1 hour accumulation of a Stage III precipitation field and the
resulting areal averaging of the high intensity event over the range of synthetic sub-basin scales
analyzed. Figure 2-2 clearly illustrates the loss of intensity that occurs when averaging precipitation
forcing over increasingly larger areas.

Sacramento model parameters were taken from a preliminary calibration of the Baron Fork
at Eldon, Oklahoma, U.S.A., whose drainage area is 795 km?. A 6 hour MAP time series for the
basin was derived using historical rain gage data. Observed mean daily flow records for the stream
gage at Eldon were obtained from the U.S. Geological Survey. The calibration time step was 6
hours. It is worth emphasizing that these SAC-SMA parameters, calibrated at 6 hours, and for a 795
km”* basin, were applied without change to each of the synthetic sub-basins in the subsequent
analyses. It should also be noted that the drainage area of the Baron Fork corresponds roughly to
the 8x8 HRAP bin area. The calibrated parameters are assumed to be reasonable for the entire 64x64
HRAP bin area, and the area is assumed to have similar rainfall runoff processes throughout.

2.4
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Figure 2-1 on following page: Location of the Illinois River basin (lightly highlighted) and the
calibrated test basin of the Baron Fork of the Illinois River at Eldon, Oklahoma (darker
highlighting). The basin is in the straddles the border of Oklahoma and Arkansas, which is located
on the southern plains of the United States. The 64x64 HRAP bin Stage III test data set is shown
by the square area surrounding the test basin. Precipitation is seen to the west and north of the
experimental area.
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Following pages:

Figure 2-2: Spatially Aggregated Stage III Precipitation Field Over Northeastern Oklahoma, January
16, 1994, 20:00z.

a) Stage IIT 1-hour precipitation field in units of millimeters (z-axis) and over a spatial extent of
64x64 HRAP bins. Each bin has an individual value relative to its neighbors, and is used as input
to the lumped SAC-SMA hydrologic model. Thus, 64* or 4096 individual SAC-SMA model runs
are used over this area for every hour of model simulation. (Maximum value: 19.01 mm)

b) Same data as shown in a) except it has been averaged in 2x2 HRAP bins. This field has
642/2>=1024 individual values and will require the same number of SAC-SMA model runs to
analyze. Notice that the averaging procedure reduces the peaks of actual values shown in a).
(Maximum value: 15.73 mm)

c) Same data as shown in a) except it has been averaged in 4x4 HRAP bins. This field has
64%/4>=256 individual values. Notice that each individual group appears as a “tic-tac-toe” board or
grid boxes. This may create the false impression that values have been grouped 3x3 rather than 4x4.
The values being plotted are at the corner of each square, not centered upon the square, thus a tic-
tac-toe board has 16 corners rather than 9 squares. (Maximum value: 11.56)

d) Same data as shown in a) except it has been averaged in 8x8 HRAP bins. This field has 64%/8?=64
individual values. Notice that this field only very coarsely resembles the original field shown in a)
and this is the scale at which the Eldon, OK test basin most closely represents. (Maximum value:
9.11 mm)

e) Same data as shown in a) except it has been averaged in 16x16 HRAP bins. This field has
64%/16>=16 individual values. (Maximum value: 6.32 mm)

f) Same data as shown in a) except it has been averaged in 32x32 HRAP bins. This field has
64°/32>=4 individual values. This field is arguably a poor representation of the original spatial
distribution of data (Maximum value: 2.11 mm)

g) The entire field has now been averaged into a single, 64x64 value requiring only a single run of

the SAC-SMA model. This corresponds to the lumped model run for the entire 64x64 HRAP bin
experimental area. (Maximum value: 1.45 mm)

2.7
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Within this framework, the sensitivity of the SAC-SMA runoff components to precipitation
forcing at various scales is analyzed. The SAC-SMA model is run in a continuous mode for the
entire 9-month period using model time steps of 1, 3, and 6 hours, and for each of the spatial scales
listed in Table 2-1. The Stage III data set covers the eastern portion of the Tulsa, Oklahoma, river
forecasting region and spans from May 7, 1993 through January 31, 1994. This time period records
the very wet summer which resulted in the “Great Flood of ‘93" in the Midwestern United States.
Soil moisture accounting is performed over the entire 64x64 HRAP bin area and is maintained
independently for every sub-basin and at each space-time scale analyzed.

Table 2-1: Sub-basin Scale Dimensions and Units

Sub-basin Size  Sub-basin Size  Sub-basin Size Number of Sub-basins

(HRAP Bins) (km) (km?) Representing Entire Area

Ix1 4x4 16 4096

2x2 8x8 64 1024
4x4 16x 16 256 256
8x8 32x32 1,024 64

16 x 16 64 x 64 4,096 | 16

32x32 128 x 128 16,384 4

64 x 64 256 x 256 65,636 1

Storm characteristics are difficult to describe for the large 64x64 HRAP bin area, however,
some general storm information is useful to understanding the regional climate in the study area.
Rain was detected in the 64x64 study area for 2163 hours of the 6480 total hours of data between
May 7, 1993 and January 31, 1994. The average hourly precipitation coverage was 22% of the total
area with a mean hourly precipitation depth of 0.37 mm/64x64 HRAP bins, given the presence of
rain. There were approximately 45 events in the 9 month period that had a storm peak with greater
than 40% coverage in the 64x64 area and had a mean peak depth in the covered area of greater than
4 mm.

For comparison, runoff volumes generated by sub-basins within a given level of
disaggregation are spatially averaged over the entire 64x64 HRAP bin area. Routing of the runoff
components through a unit hydrograph or channel network is not performed in this analysis. The

2.10
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precipitation inputs for the 3-hour and 6-hour time scale analysis are derived from summing the 1-
hour data.

The model components analyzed include: precipitation depth, impervious runoff, direct
runoff, surface runoff, interflow, percolation, total evapotranspiration, supplemental baseflow,
primary baseflow, total channel inflow, water balance errors, and evapotranspiration demand. Figure
2-3 shows the general contribution of the various runoff components of the SAC-SMA model to the
runoff hydrograph. Figure 2-4 shows the fundamental conceptualization of the SAC-SMA model,
including all soil moisture storages, runoff components, and exchanges between the atmosphere and
land surface components. The names of the model components are specific to the conceptual
formulation of the SAC-SMA model and are not general terms of hydrologic science. Output
summary statistics are calculated over the 9-month period for all 13 model components and all sub-
basin scales analyzed. Statistics include mean, variance, maximum, minimum, and cumulative depth
values at all sub-basin scales. The analysis in this section only presents certain statistics, runoff
components, and time scale cases in order to highlight the most significant results.

2.4 Results
2.4.1 Spatial Analysis

Perhaps the most extreme change in modeling strategy for a River Forecast Center would be
to convert from 6-hour lumped parameter modeling using gage-derived precipitation estimates to
1-hour semi distributed modeling using precipitation estimates derived from NEXRAD. This first
series of analyses addresses such a dramatic change.

Figure 2-5 clearly shows the sub-basin scale sensitivities of the relative change in SAC-SMA
model runoff component volumes for the 1-hour model time step. Recall that the SAC-SMA
parameters are uniformly applied to each sub-basin. Each increase in basin resolution results in a
4 fold increase in the number of sub-basins being used to model the 64x64 HRAP bin test area. The
runoff components are scaled relative to their value generated at the 8x8 spatial scale because that
is the approximate spatial scale of the calibrated test basin. The SAC-SMA model generates surface
runoff when the two storage reservoirs, tension and free water storages, representing the upper soil
layer become saturated. Figure 2-3 shows surface runoff is the fast response rising limb of the
hydrograph. As seen in Figure 2-5, surface runoff is the most spatially sensitive component of the
SAC-SMA model, and decreases to zero as the spatial scale increases to 64x64 HRAP bins. Surface
runoff is also very sensitive at the finer spatial scales analyzed.

~ Interflow is the second fastest responding runoff component in the model followed by
supplemental baseflow. These runoff components represent the falling limb of the hydrograph as
shown in Figure 2-3. Interflow is conceptualized as the lateral flow from the upper soil layer and
is generated from the upper zone free water storage reservoir. Supplemental baseflow is the fast
responding baseflow component and is generated from the lower zone free supplemental water
reservoir. Figure 2-5 shows interflow and supplemental baseflow are also quite sensitive to spatial
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scale and they both decrease as the sub-basin scale increases. However, they do not prove to be very
sensitive at spatial scales less than the 16x16 sub-basin size. The figure shows how the reduction
of surface runoff, interflow, and supplemental baseflow contribute to the overall reduction of total
channel inflow as the sub-basin scale increases. Percolation, direct runoff, and primary baseflow
also exhibit a decrease in runoff volume as the spatial scale increases. Capturing the spatial
precipitation intensity characteristics exhibited in the Stage III data by using smaller sub-basins
without parameter recalibration accentuates the fast response runoff components, while having less
impact on the slower response components of the SAC-SMA model.

Evapotranspiration decreases as the sub-basin scale decreases, as shown in Figure 2-5. The
long-term water balance is maintained in the SAC-SMA model because the increase in total channel
inflow, produced at the finer spatial scales, results in less soil water available for evapotranspiration
during the drying periods. The SAC-SMA model scale dependency displayed in Figure 2-5 is
primarily attributed to the spatial averaging of high intensity precipitation events that produce
significant runoff (see Fig 2-2a-g). Increasing sub-basin scale decreases the mean areal precipitation
(MAP) to the extent that it does not satisfy the SAC-SMA upper zone tension and free water
storages, which decreases the frequency and runoff volume from those events which produce runoff
at the smaller spatial scales. Therefore, increasing the spatial scale increases the volume of
precipitation held in tension water storage where it evapotranspires into the atmosphere and reduces
total channel inflow. Georgakakos et al. (1996) also noticed that a lumped application of the SAC-
SMA model holds more water in storage as compared to a semi distributed application of the model.
The results shown in Figure 2-5 for surface runoff agree with those generated by Famighetti and
Wood (1994) on an 11.7 km? basin. However, Pessoa et al. (1993) detected very little difference in
hydrologic model response generated from a lumped versus fully distributed implementation of radar
rainfall data on an 840 km? basin.

The spatial analysis indicates that parameters derived from the 6-hour MAP inputs at a given
spatial scale cannot be distributed to sub-basins of different spatial scales and a 1-hour model time
step, without introducing significant biases in the volume and timing of SAC-SMA model runoff
components. Therefore, disaggregating a basin to capture the spatial variability of precipitation must
be accompanied by recalibration to remove biases in model simulation. All results presented must
be viewed according to the fundamental assumptions and limitations of the analysis and may vary
geographically.

2.4.2 Temporal Analysis

The time scale analysis is performed to investigate the effects of changing from the 6-hour
model time step, most commonly used for current operational forecasting, to the 1-hour time step
of the Stage III precipitation data. In the NWS a 6-hour MAP typically represents the lower bound
in temporal resolution because the rain gage networks currently used for forecasting procedures are
too sparse and don’t report frequently enough to produce meaningful hourly precipitation estimates.
The temporal analysis assumes the 6-hour MAP from the Stage III products are similar to the 6-hour
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MAPs derived from gage data. This assumption is reasonable because Stage III precipitation
estimates are merged with “ground truth” gage data.

.Modeling at finer time steps is expected to increase forecast lead times and increase
forecasting accuracy in fast response basins. For example, if a 6-hour time step is used, the NWS
River Forecasting System (NWSRFS) must collect and process data for the entire time interval
before the data is run through the models to generate a river forecast. NWSRFS uses a fixed time
interval and data is generally reported at fixed times, there is no means for a sliding type of time
interval. If a rain event occurs in the first 2 hours of the 6 hour time step, then all 6-hours must
clapse before the data is posted to the system for processing. In this example, a 1 hour time step
increases the forecast lead time by approximately 4 hours while more accurately representing the
intensity of the precipitation.

Figure 2-6 displays the percent change in SAC-SMA model runoff component volumes
when changing from a 6-hour time scale to a 1-hour time scale while holding the model parameters
constant. Values in Figure 2-6 represent the differences in 9-month totals in each of the runoff
component volumes. The figure shows that surface runoff is the most temporally sensitive model
component at the finer sub-basin scales. Surface runoff at the 8x8 spatial scale increases by over 21
percent when changing to the shorter 1-hour time scale. Interflow at the 8x8 spatial scale is shown
to increase by 20 percent when changing from the 6-hour to the 1-hour time scale, but is not as
sensitive as surface runoff at the finer spatial scales. Supplemental baseflow decreases with
decreasing time scale and is more sensitive at the finer spatial scales analyzed. Total channel inflow
also increases when changing from a 6-hour to a 1-hour time step and is more sensitive at the finer
spatial scales.

The results shown in Figure 2-6 are primarily attributed to the temporal averaging of high-
intensity, short-duration precipitation events which tend to produce surface runoff. This temporal
sensitivity of the SAC-SMA runoff volumes could suggest that the hydrologic processes in the
region are operating at a finer time scale than 6 hours. The temporal information contained in the 1-
hour Stage III products may possibly be used to improve hydrologic forecasting. Moreover, the
temporal analysis indicates that the parameters calibrated at the 6-hour time step cannot be applied
at the 1-hour time step without introducing the volume biases shown in Figure 2-6. Changing the
model time scale and keeping the model parameters fixed redistributes runoff between the rising
limb (surface) and the falling limb (interflow) of the runoff hydrograph, as well as between near
surface and groundwater runoff components. These runoff volume biases are particularly important
because they are most significant in the fast response surface runoff and interflow components of
the hydrograph, which are the most critical model elements in flood forecasting. In general, the
results displayed in Figures 2-5 and 2-6 indicate that the utilization of finer space-time scale
precipitation estimates, without parameter adjustments, introduces SAC-SMA runoff volume and
timing errors. These runoff volume and timing errors could potentially result in degradation of the
predictive ability of the model if used at finer time scales.
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2.4.3 Adjustment of Parameters for Space-Time Scales

One possible method for applying SAC-SMA model parameters at different space-time scales
is to make adjustments to parameters in order to minimize the biases created by changing the
precipitation intensity (precipitation depth/event duration) across space-time scales. The previous
section established that surface runoff is the most sensitive runoff component to space-time scales.
The following sections analyze the sensitivity of the runoff components to changes in the upper zone
free water maximum (UZFWM) and upper zone tension water maximum (UZTWM) threshold
parameters which are known to dominate the generation of surface runoff in the SAC-SMA model.
Almost every parameter in the SAC-SMA model could potentially effect surface runoff but they
were not analyzed in this work. Caution should be exercised because UZFWM and UZTWM also
control mterflow, percolation, supplemental baseflow and evapotranspiration components of the
SAC-SMA model. Percolation changes have an impact on lower zone free and tension water
storages, which directly affect supplemental and primary baseflow recharge and evapotranspiration.

Obled et al. (1994) disaggregated a lumped basin into 9 constituent sub-basins and
recalibrated the parameters of their semi-distributed hydrologic model using 9 distinct runoff events
over a 16 year period to account for the higher resolution rainfall input fields. However, the 9
months of Stage III data available for the present study are not sufficient for a recalibration of the
SAC-SMA parameters, as continuous simulation over an 8§ year period is recommended to obtain
parameters that are insensitive to the data period selected (U. of Arizona, 1995). Until a sufficient
length of record of data is available to calibrate the SAC-SMA model for various space-time scales
using Stage III precipitation inputs, alternative approaches to adjusting model parameters need to
be developed.

2.4.3.1 Upper Zone Free Water Parameter

The separation of fast responding surface runoff and interflow from the slow response
baseflow runoff is primarily controlled by the upper zone free water maximum parameter
(UZFWM). Bae and Georgakakos (1994) identify this parameter as the most sensitive when
examining high flows, where lowering the parameter value has more influence than increasing the
value. Their results indicate that the influence of UZFWM is reduced when both high and low flows
are considered.

An analysis of upper zone processes is performed by changing the relative size of the upper
zone free water maximum parameter. The UZFWM value of 18 mm was taken from a preliminary
calibration and trial runs are made at 50% increases and decreases, 27 mm and 9 mm respectively.
Figure 2-7 illustrates that the UZFWM parameter derived at one scale is not applicable across
different scales because surface runoff volumes are not preserved. Figure 2-7 shows that UZFWM
must be increased when modeling at finer space or time scales in order to accommodate the higher
intensity precipitation events and preserve surface runoff volumes. This affect is more pronounced
when the UZFWM parameter is small, which is in agreement with Bae and Georgakakos (1994).
The figure also shows that surface runoff is sensitive to UZFWM at both the 1-hour and 6-hour

2.18

NOAA Technical Report NWS 50 February 1999



"W €7 punole

0} pajsnipe oq 1S M AZ[) JO SN[EA PSTRIGIED ST} ‘(W $7) JJOUNI S0BINS JO AWN[OA SuIes o) oAtesaid o, “pasn st dogs ow} Inoy | pue
(9[e0S Xy7) SUISEQNS 4 OJUI PAPIAIP SI UISRQ ‘SO 10, “dojs aumy oy g Je siseq padwn] & o PaJeIqIED si (unyzg Aq unzE) o[eos gX§ oY) Je UIseq
v :ojdwexy  urg st NMAZ PoYeIqe)) “dels oun oy | 18 UORIUOp JUSWSHS PIINGLSIP IS 0) UOHRII[ED Inoy 9 pedum| & woiy Suraow
usyM (S1eIqITR-0l) Siejourered Jsnfpe 03 moy 91BSNSIATT 0) pasn aom XeJA J5JeA\ 991, ouo7 1oddn Jo senfea ¢ “uorenuIS uow g 10y o1e sypdep
[e30L "oy [ Jo dejs aurry G pue sInoY 9 Jo dojs SWIN) UONLII[E)) JOF SZIS UISEq-qnS SNSIOA Yidop JJOUNI 90BJINS JO UOLELIEA /-7 a3

wwzg Jyg ¥ wwgl yg g wwe Ju9 [/ wwzz i = wwgl 1y (A wwe Jyj
(wuwy) "xep 19)ep) 9914 auoz 1addn - deyg awi]

sulg dvYH Ul Baly ulseg-gns jo 8z|g
pOXy9 zexee 91X9l gx8g pXp
] - | |

ddd44ddd

ddddddddddd

February 1999

2.19

NOAA Technical Report NWS 50



model time steps. Consider an example illustrated in Figure 2-7 in which a basin at the 8x8 HRAP
bin scale is calibrated at a 6-hour time step. If one chooses to disaggregate the basin into 4 sub-
basins (i.e., a move to the 4x4 scale) the UZFWM must be increased from 18 mm to approximately
27 mm in order to preserve the same volume of surface runoff.

Secondary effects of UZFWM adjustments are presented in Figures 2-8, 2-9, and 2-10.
Figure 2-8 shows that interflow is very sensitive to changes in UZFWM for all spatial scales
analyzed, and at both the 1-hour and 6-hour time steps. Increasing UZFWM increases interflow at
all spatial scales, which is the opposite effect that the parameter change has on surface runoff.
Figures 2-7 and 2-8 clearly illustrate how the UZFWM parameter controls the contribution of runoff
from surface (rising limb of hydrograph) or interflow (falling limb) because an increase in surface
runoff results in a decrease in interflow. Changing UZFWM has a wide range of impacts on
percolation across the numerous space-time scales presented in Figure 2-9. UZFWM affects both
the volume of water available for percolation and the rate of percolation in the SAC-SMA model.
The results in Figure 2-9 show no clear relationship between scale, UZFWM, and percolation, which
indicates a more in-depth percolation analysis is required. Figure 2-10 shows that supplemental
baseflow is sensitive to the UZFWM parameter across all space-time scales analyzed and in much
the same way the parameter affects percolation. This model behavior is expected because soil water
percolates from the upper zone free water reservoir down to the lower zone soil moisture reservoirs,
one of which is the lower zone free supplemental baseflow reservoir.

Adjustment of the SAC-SMA model UZFWM parameter is shown to be capable of
compensating for biases created from applying the model at space-time scales different from which
it1s calibrated. However, adjusting the UZFWM parameter also has a significant and opposite effect
on interflow, and a wide range of effects on percolation and supplemental baseflow. These complex
interactions effect the timing, volume, and shape of the resulting runoff hydrograph. Thus, adjusting
UZFWM effects the exchange of water between fast and slow response runoff as well as between
the upper and lower zone soil moisture. Figures 2-7, 2-8, 2-9, and 2-10 demonstrate the complex
problems inherent to recalibrating model parameters when distributing them spatially and
temporally.

2.4.3.2 Upper Zone Tension Water Parameter

Upper zone tension water maximum storage capacity (UZTWM) must be satisfied in the
SAC-SMA model before precipitation enters the upper zone free water storage where interflow and
percolation take place. The tension water storage also controls evapotranspiration, which accounts
for 77% of the losses in the water balance for the 9 month simulation period. Therefore, UZTWM
also controls runoff generation in the SAC-SMA model in much the same way the UZFWM
parameter does, and may also be recalibrated to account for runoff volume biases caused from

2.20

NOAA Technical Report NWS 50 February 1999



O TR T T T T L L L L L L LT L T ]

35

I
[Xp]
N

"WW ‘MOJJI8IU| pollad [e10]

30

2.21

NOAA Technical Report NWS 50 February 1999

4x4 8x8 16x16 32x32 64x64
Sub-basin Scale in HRAP Bins

2x2

1x1

1hr18 mm
6 hr18 mm

HY
7

Figure 2-8 Sensitivity of Interflow Generation to Sub-basin Scale and UZFWM for Two Time Steps

1hr9mm
6hrOmm

E
£
N
<

[

£
£
N~
N
£
©o




300

290 —

280

270 —

"Ww 'uolje|ooiad polad |elol

NOAA Technical Report NWS 50

2 .BPebruary 1999

4x4 8x8 16x16 32x32 64x64
Sub-basin Scale in HRAP Bins

2x2

1x1

E
£
&
=
LI

1hr18 mm

i

£
£
=
=

E
£
N~
o~
=
©

z 6 hr18 mm

Figure 2-9 Sensitivity of Percolation to Sub-basin Scale and UZFWM for Two Time Steps

. 6 hr9 mm



60 —

I
Q
<t [a¢] (3]
‘ww ‘mojjeseg |ejuswajddng polad [el

50 —
0
0

2.23

NOAA Technical Report NWS 50 February 1999

Q

1l

2x2 4x4 8x8 16x16 32x32 64x64

1x1

o
£
a1]
0.
<
14
I
=
Q2

@

O
(7]
£

%]

®
<
a

S
7]

£
£
&
£
LT

1hr18 mm
6 hr18 mm

it
7

E
£
o)
£

£
E
~
N
£
©

Bl shomm

Figure 2-10 Sensitivity of Supplemental Baseflow Generation to Sub-basin Scale and UZFWM for Two Time Steps



applying model parameters across different space-time scales. The UZTWM parameter is calibrated
at 40 mm for the test basin and trials are run for values of 20 mm, 40 mm, 60 mm, and 80 mm.

Figure 2-11 shows that increasing UZTWM decreases surface runoff for all space-time scales
analyzed. However, the effects of UZTWM on surface runoff also exhibit the complex interaction
with interflow, percolation, and supplemental baseflow, just as the UZFWM parameter does in
Figures 2-7, 2-8, 2-9, and 2-10. Surface runoff is more sensitive to the UZEWM parameter than the
UZTWM parameter, but either may be used to adjust surface runoff volumes at all space-time scales
analyzed.

Figure 2-12 shows that evapotranspiration, ET, is sensitive to recalibration of the UZTWM
parameter for all space time scales analyzed. In general, ET is maximized at the calibrated UZTWM
value of 40mm and ET decreases as the parameter is either increased or decreased. ET is shown to
increase as the sub-basin spatial scale increases and when changing from the 1-hour to 6-hour time
step. Both observations are related to more precipitation residing in tension water storage as opposed
to becoming runoff. Although a clear trend of ET as a function of UZTWM is not present in Figure
2-12, the effect of space-time scales on ET is of the same order of magnitude as the changes in the
other most sensitive SAC-SMA model components. In fact, any increases in ET are balanced by
decreases in total channel inflow across all space-time scales. This result strongly suggests a more
in-depth study of scale impacts on ET and the long-term soil water balance is required. Figures 2-11
and 2-12 further illustrate that SAC-SMA model parameter adjustments can correct for certain biases
created from applying the model at space-time scales for which the parameters are not calibrated.
However, changing model parameters causes a complex and poorly understood redistribution of
water between the various runoff components in the model which results in new volume and timing
biases in both the short-term storm runoff and the long-term water balance.

2.5 Comparison of the SAC-SMA sensitivity to other conceptual models

The previous sections showed that the SAC-SMA model runoff components were sensitive
to spatial scales of the Stage III precipitation inputs., To understand how the scale dependency
relates to the model structure, and if the SAC-SMA model is an unique case of scale dependency,
a similar analysis was performed with a few other conceptual models.

2.5.1. Model scale examples

Historically, less emphasis has been placed on the scale dependency inherent to the rainfall-
runoff model as opposed to the scale of rainfall. Analysis of the spatial variability of rainfall can give
a qualitative sense of this scale dependency such as the Representative Elemental Area (REA)
concept, however, quantitative measures of physical scale is highly model dependent. For example,
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the linear rainfall-runoff relationship in Equation 2-1 is not sensitive to the spatial variability of
rainfall given that the spatial averages of rainfall preserve the total volume of precipitation.

RP=a(nP, 2-1)

where R,® is runoff averaged over an area 4 using scale k estimates of runoff, P, is a mean areal
rainfall, and o(t) is the scale independent parameter for the rainfall-runoff relationship.

The rainfall-runoff model, however, becomes scale dependent if, for example, its parameter is a
linear function of the rainfall rate:

R,=B(0)P, P, = B(t) P} | (2-2)

Runoff from an area 4 (say, a river basin) can be aggregated from runoffs simulated at a finer scale,
R

i

' N
— 1 k
RP=—3 R" (2-3)
Nk i=1

where Ny is a number of k-scale elements in the area 4. Combination of Equations 2-2 and 2-3 leads
to

N,
RY =) Niz} (PO = BB [(0®) + (PP 2-4)
ki=

where o® is the spatial standard deviation of rainfall averaged over scale k, and P™ is the mean
value of k-scale rainfall that is equal to the rainfall averaged over an entire area, P,. For a scale
independent unbiased model the right sides of Equation 2-4 should be equal at any scale less than
the area 4. It leads to a relationship between the model parameter B®(t) at different scales. Simple
equation can be drawn after substituting a coefficient of rainfall variation, C,"9, instead of a standard
deviation

w2
Bk =y — )

2-5
1y =

Equation 2-5 shows how to preserve a constant average runoff over an area 4 by adjusting
the model parameter f®(t). The adjustment depends on differences of rainfall variability at different
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scales. The results of an analysis of 3 years of high resolution (4x4 km) radar precipitation estimates
over a 256x256 km region in the southern plains of the United States shows that the coefficient of
spatial variation of precipitation differs significantly at different averaging scales. As a result, the
model parameter B®(t) will vary greatly from scale to scale. Figure 2-13 plots the ratio of
BLO/BO() versus LY/L® where L is the finest resolution of the radar estimates (4x4 km), L®
is the k-scale, B is the coefficient at the finest resolution, and B® is the coefficient at the k-scale.
Figure 2-13 clearly illustrates that the coefficient in Equation 2-2 changes significantly from scale
to scale.
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Figure 2-13. Scale dependency of a point type rainfall runoff model parameter, B®(t),
which is constant for a given scale, k, and varies accross scales as a function of rainfall
variability
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2.5.2 Hydrologic models analyzed

This study is focused on comparative analyses of scale dependency of lumped hydrological
models with different formulations of the infiltration processes. Three lumped hydrological models
of differing complexity were used in the study: the SAC-SMA model, the Oregon State University
(OSU) multi layer model (Mahrt and Pan, 1984), and the Simple Water Balance (SWB) model
(Schaake et al., 1996). The first two models are typical point models that do not account for the
spatial variability within the basin. The SWB model implicitly accounts for the spatial variability
in precipitation data and model states. A fourth model, a reformulated version of the SAC-SMA
model which accounts for the spatial variability of rainfall, was also analyzed.

2.5.2.1 The OSU Model.

The OSU model was used as the land surface hydrologic parameterization in the Oregon
State University one-dimensional planetary boundary layer model (Ek and Mahrt, 1991). The model
is based on the finite difference solution of the one-dimensional Richards' equation (Dingman, 1993)
in the multi-layer vertical soil column. The Richards' equation is a physically based infiltration
model derived from Darcy’s law under the assumption of an isotropic, homo geneous soil column.
Surface runoff is calculated under the assumption of the Hortonian, infiltration-excess, type of
rainfall-runoff partitioning,

R =max{(P-1_ )0} (2-6)

max

A maximum infiltration rate, /,,,,, is estimated based on the water flux at the soil surface:

®, -0, @-7)

[,.=D@®) +K(©,)

where D(®,) and K(®,) are the soil water diffusivity and conductivity under conditions of saturation,
®,, Az is the upper layer thickness, and ©, is the water content of the upper soil layer, usually 5-10
cm. Two to ten layer versions of the model were used in the analyses.

The OSU model explicitly accounts for the effect of vegetation on evapotranspiration by the
inclusion of the canopy resistance scheme. However, it does not account for the effect of spatial
variability in hydrologic variables. Most of the parameters in the OSU model are usually derived
using the soil and vegetation classification information (Chen et al., 1996). However, a few
parameters have to be adjusted if the model is applied to a specific river basin.
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2.5.2.2 The SWB Model.

The Simple Water Balance model (SWB) has a two-layer structure with both a physical and
statistical basis for the model parameters (Schaake et al., 1996). A thin upper layer consists of the
vegetation canopy and the soil surface. A lower layer includes both the root zone of the vegetation
and the ground water system. Capacities of each layer are model parameters. The supply of water
to the lower zone is the excess of precipitation from the upper layer, P, ... This water is available
for partitioning into surface runoff and infiltration into the lower layer. The surface runoff equation
was derived based on probabilistic averaging of the point infiltration-excess equation, assuming

2
PEXCESS

R = (2-8)
Pexcess +D LZ (1 -€ ha dt)

exponential distribution functions of precipitation and soil moisture capacity,

where D, is a water deficit of the lower zone, df is the simulation time step, and K, is a model
parameter that accounts for the temporal scale. The model has five parameters which are calibrated
using historical data.

2.5.2.3 Reformulated Sacramento Model.

The SAC-SMA model was reformulated in order to account for the spatial variability of
rainfall. The reformulated Sacramento model (REF-SAC) replaces actual patterns of rainfall at the
river basin scale with a distribution function of rainfall. Mean areal excess rainfall can be estimated
assuming that Equation 2-6 applies at any point in a basin, the upper zone tension water deficit is
uniformly distributed over the basin, and only rainfall is spatially variable,

o

ﬁexcess = f A(P_Z_) UZTW)f(P)dP (2'9)

DUZTW

where f{P) is a distribution function of rainfall. Figure 2-14 graphically shows the meaning of the

reformulation where the SAC-SMA produces zero excess rainfall and therefore zero surface runoff,
if the mean areal rainfall of 29 mm is less than the upper zone tension water deficit of 41 mm.
However, the reformulated version produces some amount of excess rainfall (shaded area in Figure
2-14) depending on the distribution function of rainfall. The same assumptions were used to estimate
mean areal surface runoff from Equation 2-7 with an additional assumption that point excess rainfall
has the same distribution function as rainfall.

2.31

NOAA Technical Report NWS 50 February 1999



150

=l
o
= Excess rainfall
= T
= o ,
tf;:.'
k= Do = 41 mm
w—] T
A
= T
H1 —_— e — — —_
el
}‘,f"“f Pouo= 29 mm
Q I 1 1 1 -
G oo n.25 0. 50 n.7E 1. L0
Praohability

Figure 2-14. Probabilistic averaging of excess rainfall

using a distribution function of rainfall, where P, and the

distribution function are evaluated at every time step
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To apply the REF-SAC model, a spatial distribution function of rainfall must be estimated
at each time step where SWB model assumes the distribution function to be constant in time. High
resolution radar data provides the best available information about the spatial distribution of rainfall
which allows the precipitation distribution function to be estimated at every time step. This
approach is impossible to apply using only conventional land based rain gage networks because the
spatial structure of the precipitation over headwater basins is not adequately sampled by gage
networks. An analysis of the spatial variability of hourly Stage 3 precipitation grids indicates that
a gamma distribution can be used as an approximation to the empirical distribution (Koren, 1993;
Schaake et al., 1996),

AY 4
P) = PV 1a -AP B
f(P) —I'(v) e (2-10)

where A and v are the distribution function parameters which can be estimated using mean areal
precipitation and coefficient of variation, C, ,. The distribution function parameters were estimated
for each time step using only the radar bins with measured rain within the simulation area. Simulated
excess rainfall and surface runoff were multiplied by the percentage of the rainy area to get average
values over an entire basin area.

2.5.3 Results and discussion

2.5.3.1 Comparison of different model results.

Runoff components generated by each model (a ten layer version if the OSU model was used
in this test) were cumulated for the entire period and averaged over the test area, 256x256 km. Figure
2-15 is a plot of the relative change in the surface runoff volume simulated by the different models
over the 3 year period as a function of the grid scale. Surface runoff changes at each grid scale are
defined as the difference between the total cumulated surface runoff at th