Workshop 3 – Calibration
Overview
Familiarize attendees with HL-RDHM automatic calibration options and syntax.  (A)  Run automatic calibration on a simple canned example.  (B)  Examine pre-computed results from a 7-year automatic calibration run.  (C)  Encourage attendees to explore the impacts of manual scalar adjustments on simulations.
Instructions

Part A.  Automatic calibration example.
This example uses synthetic data to show how the automatic calibration feature works.  You will run automatic calibration to try and match synthetic ‘observed’ data made from a previous run of the model.  To make calculations quick for a workshop environment, the calibration time period will be only one month and only one parameter (sac_UZFWM scalar) will be optimized.  The scalar for this parameter will initially be set to 1 and the optimization routine will adjust this scalar to match ‘observed’ results generated from an earlier run when this scalar was 0.8.  

1. Go to the ws3a subdirectory.

In this directory you will see two discharge time series prepared for you:

TALO2c_discharge.outlet_ts:  This is the ‘true’ time series (sac_UZFWM scalar = 0.8)
TALO21_discharge.outlet_ts:  This is the time series generated with the starting parameters (sac_UZFWM scalar = 1.0)
2. Run rdhm with autocalb.card as input.

How many iterations did it take to reach the final result?

How many time scales are used in the multi-scale objective function for this case?

3. Start ICP again and run the TALO2.prev deck.  White is ‘observed’, pink is the uncalibrated, and yellow is the calibrated result.  You can see the optimization routine has shifted the yellow line to the observed.  
Part B.  Pre-computed results from a 7 year calibration run.

Use ICP to run the input deck eldo2.curr.  The PLOT-TS for eldo2.curr shows observed (white), apriori (pink), and calibrated (yellow) time series.  Examine these time series to see the benefits of calibration.  The improvement is particularly striking for base flows (as seen clearly when displaying the y-axis with a log scale).  The flow interval bias statistics and correlation coefficient in the Wide Listing also reflect these improvements.
Part C.  Manual adjustments to scalar multipliers.
4. Go to the ws3c subdirectory.

5. Use the file talo2calb.card and make scalar parameter adjustments to see the effects on the output (parameters of your choice).  Note that the time period here is 1 year to speed calculations.  
6. Use the ICP input deck ws3c.best to easily display the results and see the effects of your changes.  
7. Run the R script plot.vel.q.R (start R and then type source(“plot.vel.q.R”) to examine the expected effects of multipliers to q0chn and qmchn on flow velocities.  See if these same effects show up in your simulations by applying multipliers to these grids in talo2calb.card and re-running HL-RDHM.  

Plot.vel.q.R Notes:  The script “plot.vel.q.R” displays the impacts of routing parameter adjustments applied to a base set of values.  The plots generated are only applicable to a single cell, but you should see similar effects when you apply these multipliers to all grid cells in a basin.  

In this exercise, the base values are set to predetermined values for TALO2:  q0chn = 0.2 and qmchn=1.27.  The user just needs to interactively adjust multipliers to see the changes in velocity as a function of flow.  Normally, the user would specify his or her own base values by editing the script.  

Additional Note:  Basin averages of gridded apriori parameters can be found in the basin.info files and the headers of HL-RDHM time series output files.  This information is useful if you wish to follow the strategy of using the ratio of lumped calibration results to basin-averaged apriori results as an initial guess for distributed modeling scalars.   
