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Executive Summary
Precipitation estimates are vital to hydrologic analysis and prediction.  Because of its large variability in time and space, precipitation is best estimated through synthesis of observations from several observing platforms, each with its own limitations and strengths.  The function of the Multisensor Precipitation Estimator (MPE) is to adjust remote sensor observations for known biases and to merge them with rain gauge observations in a manner that captures the spatial and temporal variability of the precipitation field while preserving the statistical reliability of the field’s absolute values.

The Hydrologic Science and Modeling Branch of the Hydrology Laboratory develops new, innovative algorithms and prototype software for MPE and for the WSR‑88D Precipitation Processing System which provides much of its input.  The Branch also assists in operational implementation of algorithms and provides scientific and some technical documentation.  Finally, the Branch assesses new developments and collects input from field users in order to insure proper system performance and to advise on future enhancements.  Support from the Advanced Hydrologic Prediction System (AHPS) initiative is crucial to these ongoing efforts.
This document describes the user needs and scientific and technical issues that drive MPE development, directions in the near future, and its contribution to AHPS.   The document also describes ongoing work in analyzing two other meteorological forcing factors important in hydrology, potential evapotranspiration and surface temperature.
1.  Introduction

Estimates of precipitation are crucial to operational hydrologic prediction.  Short-term changes in streamflow are highly dependent on runoff, which is in turn dependent primarily on current or recent precipitation.  Given that there is precipitation, runoff itself is generally dependent on soil moisture, which is in turn a function of soil properties and antecedent precipitation.

Historically, these precipitation estimates have been derived from rain gauge reports.  Such reports are generally accurate, and most of our knowledge of long-term climatology is based on gauge observations.  Though individual gauges sample only a very limited area, spatial interpolation of gauge-estimated amounts accumulated over several hours provides estimates that are adequate as input to operational hydrologic models.  A typical methodology for objective interpolation of gauge amounts is presented in Seo (1998a).  The currently-operational National Weather Service River Forecast System (NWSRFS) uses as input basin-averaged precipitation at 6-hour time intervals.

While rain gauge reports are still the basis for much of the NWS’s forecasts for mainstem rivers, meteorologists have come to rely on observations from the WSR-88D network in assessing the potential for rapid rises and flash floods in headwaters.  Though radar estimation is subject to significant random and systematic errors, it provides important information on the timing and location of heavy rainfall.  Thus the NWS realized significant improvements in flash flood detection within a few years of this network’s deployment (Polger et al. 1994).

Moreover, it is apparent that forecasts of flow even in larger streams can be improved through the use of advanced hydrologic models that depend on precipitation input at much higher spatial and temporal resolution.  These estimates must have the spatial and temporal resolution of radar-derived fields, while their accuracy must approach that of a dense network of rain gauges.  Thus a statistical synthesis of the observations from these two observing platforms is necessary.

On slightly longer time scales, beyond a few days, other meteorological factors influence the effects of precipitation on streamflow, especially insolation, temperature, and wind speed, which affect snow melt, surface evaporation, and vegetative transpiration.  The latter two are usually modeled as a single evapotranspiration process.  Recent advances in satellite estimation of surface insolation and in numerical analysis and prediction of surface temperature have yet to be incorporated in NWSRFS, but could lead to better operational modeling of evapotranspiration.  
The Hydrology Laboratory (HL) has been at the forefront of development, implementation, and enhancement of precipitation analysis methods since its inception.  Much of the precipitation software within the WSR‑88D system was developed by HL’s organizational predecessor, the Hydrologic Research Laboratory.  We currently maintain the multisensor (radar/gauge) precipitation system, known as MPE, within the Advanced Weather Interactive Processing System (AWIPS).  MPE integrates input from the various sensor platforms and formats the resulting data for use in hydrologic models and for visual interpretation.  We are working work to expand its capabilities to include higher-resolution output, input from satellite estimation systems, and a short-range forecasting component.
2.  Utility of existing precipitation sensing systems
The WSR-88D network has contributed to substantial improvements in flash-flood detection (Polger et al. 1994), and radar input is routinely used in hydrologic models at some River Forecast Centers.  Evolving distributed hydrologic models virtually require radar input, since they are driven by precipitation estimates at a resolution of 4 km in space and 1 hour in time.

However, there has been incomplete acceptance of radar estimates in general hydrological operations.  In much of the western U.S., the utility of radar is limited by low site density and terrain blockages, and precipitation characteristics that defy radar detection through the cool season.  Moreover, the gauge network has evolved to cover most critical hydrologic basins, and the operational hydrologic models require only 6-h amounts spatially averaged over hydrologic basins, which are often several hundred square miles in size.  Therefore gauge input is still the source of most precipitation input to hydrologic forecasting operations west of the Rocky Mountains.

Even in areas with good radar coverage, real-time gauge information is crucial to procedures for statistical adjustments to radar estimates.  In places with marginal radar coverage, or where radar coverage is temporarily missing, the gauge information is needed to “fill in” the final estimate field.

For areas where both gauge and radar coverage are insufficient, there is recourse to satellite estimates from GOES.  The NESDIS Hydroestimator product (Vicente et al. 1998, 2002; Kuligowski et al. 2003) provides precipitation estimates at 4‑km, 1‑h resolution.  To date, Hydroestimator has been used routinely in NWS hydrologic analysis over western Texas and northern Mexico.  In other regions, its use in the NWS hydrology has been limited mainly to cross-checking of gauge and radar estimates.  However, The Satellite Analysis Branch of NESDIS carries out operational monitoring of locally-heavy rainfall based on GOES and other satellite input and disseminates analyses and short-range forecasts to NWS field offices.

Presently, AWIPS users have the capability to directly insert the estimates into estimate fields, but methods for automatically adjusting and inserting are being developed within HL (Kondragunta and Seo 2004)
3.  Shortcomings in existing precipitation sensing systems
 Interpretation of the most commonly used observing and remote-sensing systems is complicated by both their basic physical limitations and differing statistical characteristics that impede attempts to logically merge their output.  These limitations can be summarized as follows:

3a. Telemetered rain gauges
 
◦ Sample only a very limited area;

 
◦ Network density is highly variable, and gauge spacing is generally low compared to the scale of short-period rainfall;

 
◦ Generally do not indicate precipitation phase;

 
◦ Are subject to poor measurement of frozen or freezing precipitation;

 
◦ In the case of tipping bucket mechanisms, are prone to underestimation;

 
◦ May be poorly sited, with trees or other blocking structures close by;

 
◦ Gauges are subject to mechanical failure which may go uncorrected for long periods.

3b.  Radar estimates
 
◦ Are not directly comparable to collocated gauge measurements, due to areal sampling differences;

 
◦ The actual Z-R relationship can vary significantly in time and space;

 
◦ Because radar beam elevation increases with range, there is often overshooting of the precipitation layer and resulting underdetection;

 
◦ Also because of range effects, radar may not detect a hydrometeor distribution or type similar to that near the surface.  Radar tends to underestimate surface rainrates at long ranges and may overerestimate rainrates where the beam intersects the melting layer (bright-band effect);

 
◦ Units in the WSR-88D network are not universally calibrated, and neighboring radars often show minor to significant differences in estimates for the same points.

3c.  Geostationary infrared  satellite estimates
 
◦ Estimates have low absolute accuracy for the precipitation accumulation periods of interest in operational hydrology ( 6 hours);

 
◦ Precipitation detection is best for deep convection, and there is often significant underestimation of precipitation from stratiform or orographically-forced systems;
 
◦ Coverage is interrupted for several hours around local midnight during eclipse periods (late February-early April and late August-early October).  Though the current two-satellite configuration insures that there is always coverage for the CONUS, precision is degraded because of a larger viewing angle.

5.  Basic approach to merging observations from multiple platforms
The functions of the precipitation analysis system are:

◦ Identify and remove artefacts from the original data (such as AP from radar observations and erroneous amounts from gauge reports);

◦ Statistically adjust remote sensor observations toward ground truth when possible;
◦ Obtain estimates in areas far from any gauges and distant from any radar;

◦ Merge the various estimates into a coherent precipitation field;
◦ Forecast the precipitation field for the next hour.

Because of significant statistical differences among these sensor systems, it is virtually always necessary to adjust the remote sensor data streams.  The MPE algorithm approach is based on adjustment of radar estimates toward better agreement with gauge estimates, followed by merging of radar and gauge estimates by a weighted averaging scheme.  Gauge information is incorporated by an objective interpolation scheme, which includes adjustment to estimated amounts such that spatial variations in climatic rainfall are reflected in the final analysis.  Automated merging of satellite estimates with gauge and radar is under development.
Radar rainfall estimates are automatically filtered to remove ground clutter and AP during the WSR‑88D generating process.  Identification and adjustment or removal of suspect gauge amounts is carried out by manual analysis.
In Figs. 1-3, the differences between radar‑ and gauge-based analyses, and the effects of radar-gauge merging, are demonstrated for a 24‑h rainfall field observed during the passage of Tropical Storm Fran in 1996.  The graphics were generated by MPE, as configured for the Middle Atlantic River Forecast Center.  Gaps in the network of hourly-reporting gauges are evident based on comparison between Fig. 1 (gauge-only) and Fig. 2 (radar-only).  These figures also show some areas over western Virginia and West Virginia where radar failed to detect lighter precipitation.  The effects of bias adjustment on the radar data are evident through comparison between Figs. 2-3.  Radar amounts were adjusted higher over western Pennsylvania.
Processing of radar input through bias adjustment generally leads to operationally-useful reductions in gauge-radar differences.  Over the central U.S., for example, RMS differences between radar estimates and point gauge reports are typically 2 to 3 mm, and bias adjustment reduces the differences by 0.5 mm or more.  These differences are still smaller than typical errors in gauge-only analyses when verified against independent gauge reports (Seo 1998a, 1998b; Young Et al. 2000).
6.  Current and future uses of MPE  and other hydrometeorological products

Once produced, the precipitation analyses can be input to NWSRFS (at RFCs).  At present, the 4‑km resolution output of MPE must be spatially and temporally aggregated into basin-averaged, 6‑h amounts prior to input.  In future, distributed models will make use of the data at its original resolution.
As noted above, some RFC’s still rely on rain gauge reports to supply all precipitation estimates directly input to river models.  Personnel at most RFC’s do refer to MPE in checking gauge reports and, in some cases, in modifying short-range precipitation forecasts which are input to NWSRFS.
At WFOs, the analysis is automatically input to the Site-Specific headwater monitoring model.  A goal of our program is to use MPE to supply rainfall fields to the Flash Flood Monitoring and Prediction System (FFMP, Filiaggi et al. 2003), replacing the radar-only estimates currently in use there.  For this purpose, analyses of significantly higher spatial resolution are required, at least 2‑km and possibly 1‑km.

Within HL, output from a retrospective version of MPE is used for testing and development of hydrologic models and for model calibration.  The retrospective version ingests 24‑h gauge amounts from the national climatic network in addition to 1‑h gauge amounts, thus incorporating significantly more data.  A temporal disaggregation method is applied to make the 24‑h data consistent with the 1‑h.

The forecast capability for 1‑h rainfall is still under development (Fulton and Seo 2000).  Its output will be used in FFMP to provide forecasts of precipitation for small headwater basins that are prone to flash flooding.
Models for potential evapotranspiration and snowpack evolution (melting, evaporation) are currently in use in NWSRFS, but might benefit substantially from improved temperature and insolation input.  Efforts to supply this improved input are briefly described below.

7.  Completed and ongoing work in the Hydrology Laboratory
Within HL, HSMB has focused its efforts on development, implementation, and maintenance of algorithms for interpreting radar, satellite, and gauge data to develop spatially-continuous precipitation estimate fields.  Recently work has begun on studying potential new sources for insolation and temperature information.  The resulting algorithms are implemented through software developed in cooperation with the Hydrologic Software Engineering Branch (HSEB) of HL, which then maintains the software and accompanying documentation.  Some algorithms have been implemented within the WSR-88D (radar) processing system, and some within AWIPS (general meteorological data integration system).  The technical goals of the effort to enhance the precipitation processing system are described by Fulton (2002).  A summary listing of precipitation-related and other research appears below.  Those developments that are or have been directly supported by AHPS are indicated.
7a. WSR-88D algorithms

Algorithms have been implemented in both the WSR-88D Radar Product Generator (RPG) and its currently-operational successor system, the Open Radar Product Generator (ORPG).  Those already implemented include:

 
Development and documentation of the WSR-88D Precipitation Processing System (PPS), which processes radar reflectivity and velocity data into rainfall estimates (Fulton et al. 1998);

 
Enhancement of the reflectivity processing subsystem of PPS to detect and exclude ground clutter and anomalous propagation (AP) features from rainfall estimates;

 
Enhancement of PPS to include corrections to rainfall estimates based on concurrent gauge observations.  This algorithm relies on data exchange with AWIPS, where radar estimates and gauge data are collected and collated (Seo et al. 1999).  A brief description appears under “MFB” in the AWIPS section below.
Presently, HL is actively involved in, or supports, research toward the following evolving capabilities:

 
Implementation of the Range Correction Algorithm (RCA), which uses volumetric scanning results near the radar to infer a mean vertical profile of reflectivity within the radar umbrella as a whole.  This profile is then used to estimate near-surface reflectivity and rainrate at longer ranges, where the radar beam is substantially elevated (Seo et al. 2000; Ding et al. 2004);

  
Incorporation of dual-polarization radar information (collaboration with NSSL), which yields information on the physical characteristics of hydrometeors and other backscatterers that cannot be inferred from the single (horizontal polarization) sensing methodology presently in use (Ryzhkov et al. 2000, 2003) (supported by AHPS in 2003);

 
Development of probabilistic precipitation estimates (contract effort with University of Iowa).  The current PPS provides only a deterministic precipitation estimate for any given point, with no explicit information on the error potentially associated with it.  The aim is to develop a system that will supply users with error distributions for the deterministic estimates, and the probability that any given rainfall amount will or will not be exceeded (Krajewski and Ciach 2003) (directly supported by AHPS).
7b. AWIPS algorithms

AWIPS serves to integrate meteorological, hydrological, and climatogical data for interpretation and forecasting.  It is also the primary platform for the construction of public and internal meteorological and hydrological forecasts and warnings.  The AWIPS includes NWSRFS at River Forecast Centers.  At Weather Forecast Offices AWIPS includes the Site-Specific forecasting model for headwater basins, and the Flash Flood Monitoring and Prediction System (FFMP).  The contributions of HSMB to these algorithm packages include:  

 
Development of MPE, which merges gauge and radar information into spatially-consistent fields.  This algorithm incorporates local terrain-induced climatic effects and observed limitations in the ability of radar to detect precipitation due to beam overshooting and terrain blockage (Seo 1998b);

 
The radar mean-field bias (MFB) algorithm, which adjusts radar rainfall estimates towards agreement with concurrent gauge observations.  This amounts to real-time adjustment of the Z-R relationship, which is known to be highly variable in both space and time.  The adjustments can be applied to rainfall estimates in both AWIPS and the ORPG (Seo et al. 1999);

 
Display of satellite rainfall estimates in MPE, to provide forecasters and hydrologists with guidance in areas not covered by radar and with few gauges.  These observations are from the NESDIS Hydroestimator system, based on a GOES infrared technique (Vicente et al. 1998, 2002; Kuligowski 2003);

 
Automated quality-control flagging of suspect gauge observations, based on large deviations from other nearby gauge observations or failure to indicate any precipitation despite the presence of nearby radar echoes.  This is intended to assist hydrologic analysts in the manual adjustment of gauge reports necessary to obtain physically realistic precipitation analyses (Kondragunta 2003).  An example of the graphical user interface created from this algorithm appears in Fig. 4.  Gauge values are plotted on a map background; those that failed a comparison with radar observations appear in dark red.
Ongoing research and development, both within and supported by HL, includes:

 
Enhancement of the existing MPE to output data at higher spatial resolution (1‑km grid mesh vs. 4-km), and incorporation of subhourly gauge accumulations where available.  This higher resolution will support flash-flood detection algorithms in AWIPS that currently rely on radar-only estimates. (directly supported by AHPS);

Development of a 0‑1 h forecast capability based on the current location and movement of radar echoes, to provide some advance notice of the location of heavy rainfall in the near future (Fulton and Seo 2000) (directly supported by AHPS);


Statistical bias adjustment of satellite rainfall estimates, analogous to the radar MFB technique, and automated integration of satellite with radar and gauge observations (Kondragunta 2004);
 
Assessment of evolving satellite algorithms which incorporate routine recalibration of temperature-rainrate relationships.  These include the PERSIANN algorithm (Sorooshian et al. 2000) originally developed at the University of Arizona and the QPE-SUMS algorithm (Gourley et al. 2002) under development at NSSL.  Their functionality will be included in MPE if comparative verification suggests they are superior to Hydroestimator;
Investigation of satellite-derived surface insolation as a potential substitute for climatic estimates currently used in operational estimation of potential evapotranspiration.  Historically, human-estimated cloud sky cover, along with temperature, and solar declination, were used to estimate net surface insolation.  Such cloud cover observations are no longer available from the automated surface observing network.  We now support an investigation to determine the statistical characteristics of satellite-estimated insolation (Pinker and Laszlo 1992) relative to the historic estimates, to determine the operational applicability of the satellite estimates;
Assessment off operational 1‑hour surface temperature analyses from the NCEP Rapid Update Cycle (RUC) model for potential use in snowpack modeling.  To date, the snowpack models in HL have been tested only with maximum/minimum temperature input.  Improvement in model simulations might be obtained through a more realistic model of surface air temperature based on hourly observations.  The Hydrometeorology Group is supporting the Hydrology Group in this effort. 
8.  Significance of the AHPS initiatives in implementing improvements in MPE
The financial support we receive from AHPS is dedicated primarily to final development, implementation, and documentation of improvements to the MPE algorithm.  These elements are vital in gaining acceptance of the new algorithms and obtaining maximum benefit from them in the field.
AHPS supports development and testing of prototype code and its documentation necessary for operational implementation.  In particular, care must be taken to implement the algorithms with efficient code, and to design user interfaces with features requested by field personnel.  We receive some guidance on these problems from software engineers in HSEB, who are responsible for final implementation and later maintenance.

Real-time prototyping of all software is used to in order to assure its functional integrity, and to provide internal and external reviewers with access to output for their evaluation.  Documentation in terms of statistical performance and scientific background is produced.

HSMB developers routinely communicate with meteorologists and hydrologists for field input, and actively participate with HSEB in the implementation phase.  We also produce the basic scientific documentation and provide key input on technical documentation.

9.  Summary

High-quality precipitation information is crucial to hydrologic and weather forecasting and warning operations.  The MPE system, which operates in the fully-supported AWIPS environment, is ideally situated to incorporate technical enhancements and new science and to give NWS users immediate benefit from such advances.

The staff of HSMB is likewise well-situated to assess potential enhancements and develop those which are mature and serve user needs.  We are in routine contact with NWS field personnel, staff of the NWS Office of Climate, Water, and Weather Services, and members of the research community.  We directly assist the software engineers of HSEB in implementation and maintenance of the precipitation processing algorithms.

As noted throughout this document, our scientists have made substantial personal contributions to the field of precipitation estimation.  They are often called upon to lecture to national and international audiences and to review work from outside groups.
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Figure 1.  24-h rainfall analysis based on accumulations in hourly gauges.  Gauge network is most dense over Pennsylvania.  Colored circles show radius of influence of individual gauge reports.
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Figure 2.  24-h rainfall analysis based on radar estimates.  Note more complete coverage over eastern Virginia, which had few gauge reports, and ocean areas.
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Figure 3.  24-h rainfall analysis based on MPE (multisensor radar/gauge).  Note that radar-only estimates have been modified higher over southwestern Pennsylvania and northern West Virginia to better agree with local gauge values.  The gauge analysis has also contributed coverage over west-central Virginia, an area which is partially blocked from network radars by distance and terrain.
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Figure 4.  Sample output of temporal consistency check.  Plotted numbers are 1-h gauge amounts in inches.  Gauge values in red are suspect zero values, based on a comparison with radar data (not shown).  Note that an analyst would typically magnify the image on the screen prior to selecting gauge values for editing, easing the apparent crowding of numbers.
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