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Abstract

The current short term ensemble forecast preprocessor for precipitation used in 
the NWSRFS applied the Normal Quantile Transform (NQT) to the whole probability 
distributions of precipitation forecasts (X) and observations (Y).  Due to the intermittency 
of precipitation, these distributions are mixed discrete-continuous in type, i.e. with a non-
zero probability of zero rain amount.  Since the NQT is actually applicable only to a 
continuous distribution, the current approach to set  up the short term ensemble forecast 
preprocessor has a theoretical weakness. 
   This paper proposes an approach to solve this problem.  The essential subject of 
the generation of precipitation ensembles from a single value Quantitative Precipitation 
Forecast (QPF) is the computation/estimation of the conditional cumulative distribution 
function (CDF) of the observation Y given that a single value QPF was made X=x.  This 

paper analyzed the formulation of the discrete-continuous bivariate distributions, and 
developed equations to compute the conditional CDF.  The proposed procedure uses the 
conditional probability of Y=0 given X=x and an existing equation for the conditional 
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CDF of two continuous variables.  In addition, this paper proposed a way to compute the 
conditional probability of Y=0 given X=x>0.  In this process, the  Normal Quantile 
Transform (NQT) is used only to continuous distributions.  The method 
proposed in this paper  can be applied not only to the generation of ensemble forecast, but 
also to any cases where the computation of a conditional CDF for a discrete-continuous 
variable is needed.  Therefore, it has a broad application area.

1. Introduction 
   The current short term ensemble forecast preprocessor for precipitation used in 

the NWSRFS applies the Normal Quantile Transform (NQT) to the entire probability 
distributions of precipitation forecasts (X) and observations (Y). Due to 

the intermittency of precipitation, these distributions are mixed discrete-continuous in 

type, i.e. with a non-zero probability of zero rain. Since the NQT is in fact applicable 
only to continuous distributions, the current approach to set up the short term ensemble 
forecast preprocessor has a theoretical weakness. 


The essential subject of the generation of precipitation ensembles from a single 

value Quantitative Precipitation Forecast (QPF) is the computation/estimation of the 

conditional Cumulative Distribution Function (CDF) of observation Y given that a single 
value QPF was made X=x.  An equation of this conditional CDF was given in Herr& 
Krzysztofowicz [2005].  This equation could be used to compute this conditional CDF 
since all probabilities and probability densities might be estimated by assuming a 
theoretical distribution.  However, the structure of that equation contains two probability 
density functions (pdf), the estimation of the conditional CDF   might be sensitive to the 
sampling error.  This paper proposed another approach to compute the conditional CDF 
by using the conditional probability of Y=0 given X=x and an existing equation for 
computing the conditional CDF of continuous variates.  The formulation of the discrete-
continuous bivariate distribution is given in section 2.  Section 3 explains the estimation
of the conditional CDF and the last section gives a summary and discussion.
2. Formulation of the discrete-continuous  bivariate distributions
   Let X denote the forecast of precipitation of any duration, say 24-hour period, Y denote 
the corresponding observed precipitation.  The notation proposed in Herr [1999] was 
adopted here with revisions.  Let the joint CDF of X and Y be denoted by ( so that

((x, y) = P(X ( x, Y ( y).                                (x>=0, y>=0)                                       (1)
In addition, five conditional distributions are defined as follows:

· HX(x) = P(X ( x | X > 0, Y = 0)                                                                                 (2)               
· HY(y) =  P(Y ( y | X = 0, Y > 0)                                                                                (3)
· H(x, y) = P(X ( x, Y ( y | X > 0, Y > 0)                                                                    (4)
· F(x) = P(X ( x | X > 0, Y >0 )=H(x,∞)                                                                      (5)

· G(y) = P(Y ( y | X > 0, Y > 0)=H(∞,y)                                                                     (6)
It should be noted that H(x,y) is the conditional CDF of (X,Y) given X>0 and Y>0. It can be viewed as the joint CDF of a two dimensional conditional variable (X,Y|X>0, Y>0) [Herr& Krzysztofowicz, 2005 and Wilks, 1962].  F(x) is the marginal distribution of X with respect to H(x,y), and G(y) is the marginal distribution of Y with respect to H(x,y). Hy(y) is the conditional CDF of Y given X=0. Hx(x) is the conditional CDF of X given Y=0. Since all of the above distributions are continuous, each of them has its probability density function (pdf) denoted by the lower case letter. They are hX(x), hY(y), h(x,y), f (x) and g(y).
The conditional pdf of Y given X=x  for x>0 and Y>0 is then
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h(x,y)/f(x)                                                                                                       (7)
and the corresponding  CDF is
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The symbol x in the subscript Y|x means that g and G are functions not only of y but also of x. In order to define (x, y), the following four probabilities need to be defined [Herr, 1999 ]:

· p11 = P(X > 0, Y > 0)                                                                                                (9)
· p10 = P(X > 0, Y = 0)                                                                                               (10)
· p01 = P(X = 0, Y > 0)                                                                                               (11)
· p00 = P(X = 0, Y = 0) = 1 – p10 – p01 – p11                                                                                              (12)        
With the above definition and using Dirac delta function, it can be shown that the bivariate CDF  and the pdf   of (X,Y) are as follows [Herr 1999]:

(x, y) = (1 – p10 – p01 – p11)(x,y) + p10(y)hX(x) + p01(x)hY(y) + p11h(x,y)             (13)
(x, y)=  (1 – p10 – p01 – p11) + p10HX(x) + p01HY(y) + p11H(x,y)                                (14)
And the marginal CDFs and pdfs of (X,Y) can be expressed as follows:
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is given in Herr& Krzysztofowicz [2005]. The conditional CDF of Y given X=x, 
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is also given there.  It consists of two parts:
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The equation (22a) can be written in the following form after deduction
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We will use (21 a&b) for x=0.  As for (22a) or (22b), it’s possible to use it to compute the  
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since all items contained may be estimated by assuming a theoretical distribution.  However, the estimation of 
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 might be sensitive to the sampling error due to the two pdfs in (22b).  Therefore, we derived the following equation to compute 
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 by using the probability P(y=0|X=x>0):
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              = P(Y=0| X=x>0)                                                                                if y=0     (23)
              =P(Y=0|X=x>0) + (1- P(Y=0|X= x>0))
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where  P(Y=0|X=x>0) is the conditional probability of Y given X=x where x>0, it is a function of x.  The way of its estimation will be discussed in next section.
Now the conditional CDF 
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 of Y given X=x is completely defined in (21), (23) and (24) for all possible cases. 

3. ESTIMATION OF THE CONDITIONAL CDF OF Y GIVEN X=x


Since X and Y denote precipitation, the definition domain of (X,Y) is D={(x,y): x>=0, y>=0}. This whole domain can be divided into four MECE parts:
D1={(x,y): x>0, y>0}

D2={(x,y): x=0, y>0},                                                                                                 (25)
D3={(x,y): x>0, y=0} and
D4={(x,y): x=0, y=0}

The probabilities of (X,Y) falling in these domains can be determined by the data set used. 
For example, for a data set in the ABRFC with a sample size of n=868, the numbers of 
occurrence of (X,Y) in D1, D2, D3 and D4 are n1=236, n2=69, n3=64 and n4=499 
respectively with n1+n2+n3+n4=n. Therefore, the four probabilities listed in (9) 

to (12) are p11=P((X,Y)εD1)=n1/n=0.2719, p10=P(X,Y)εD3)=n3/n=0.0737, 
p01=P(X,Y)εD2)=n2/n=0.0794, and p00=P((X,Y)εD4)=n4/n=0.5749.
   Now, let’s discuss the computation of the conditional CDF 
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 of Y given X=x.  as (21) and (24) showed, there are three components: Hy(y), P(Y=0|X=x>0) and 
GY|x(y).  They are explained below.
(i) Evaluation of Hy(y)
As defined in (3), Hy(y) is the conditional CDF of Y given that X=0 and 
Y>0.  Using the n2 items of data in D2 as mentioned above, it is easy to determine this 
CDF either in an empirical way or using a theoretical distribution. 
(ii) Determination of the conditional probability P(Y=0|X=x>0)

This probability can be estimated from the data set used. Due to the limitation of 
sample size, it’s impossible to compute it for any single value of x, but it’s possible to 
estimate it for an interval of x . For instance, for the above mentioned data set we have 
the following results:

X interval  0+to0.1 0.1to0.25 0.25to0.5 0.5to1.0 1.0to1.5 1.5to2.0 2.0to2.5 2.5to3.0  3.0+ 

Nzobs           45            12             4             3            0           0             0            0          0

Nall              99            67            62            46          18         4             3            1          0

py(0|xi)       0.4545     0.1791    0.0645   0.0652         0.         0.            0.           0.         na

where the first line shows the x interval, the second line shows the number of y=0 while 
the corresponding x belonging to that interval, the third line gives the number of all y for 
which the corresponding x belongs to the given interval. The last line is a ratio of Nzobs 

to Nall.
By considering P(Y=0|X=0)=P(X=0, Y=0)/P(X=0)=0.8785, a curve can be fitted 
to the above data, as shown in Fig.1 where y=0.8785*exp(-9.1*x).
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   It should be noted that the partition of the intervals may change the results to some 
extend.  The principle of the partition is dividing the domain as narrow as possible once 
there are some data inside the interval, and keeping the lengths of the interval as constant 
as possible.  The outstanding value in the fourth interval (0.5 to 1.0) is due to the length 
of this interval is two times larger than that of the third interval (0.25 to 0.5).  
(iii) Estimation of the conditional probability P(Y<=y| X=x>0, y>0)


The conditional probability P(Y<=y| X=x>0, y>0) is defined as 
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 in (8).  This is the conditional CDF of two continuous variates.  Therefore, an equation given in 
Kelly&Krzysztofowicz [1997] can be used here:

yp|x    = G -1 (N(ρN-1  (F(x))+ √(1-ρ2) N-1(p)))                                                                (26)
where yp|x     denotes the y value on the conditional CDF of 
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p=
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 F(x) is given in (5), G(y) is given in (6), and N is the standard Normal CDF.  The symbol 
ρ is the correlation coefficient of two standard normal deviates U and V that are the NQT 
of X and Y in (X,Y|X>0, Y>) respectively.  So the first step for using (26) is to transform 
(X,Y|X>0, Y>0) with h(x,y) as its joint pdf to  a joint bivariate standard Normal random 
variable (U,V).  The transform of distribution and the estimation of ρ can be done in two 
ways.
WAY I: Using an empirical distribution to transfer (xi, yi) in D1 to (ui,vi), i=1,…n1. 
   By sorting xi, i=1,...n1, we can get the ordinal number, mi of xi.  Using an empirical 
plotting position formula, a value pi can be defined for xi, e.g., using the Weibull formula 
pi=mi/(n+1), i=1,…n1                                                                                                     (28)
The empirical CDF of x which is F(x) in (5) is shown in Fig.2 left side as forecast.  Using 
NQT, we can transfer xi to ui as follows: using pi, get a corresponding point on the N(0,1) 
curve which is on the right side of Fig.2, go down to the abscissa we get the 
corresponding value ui.  Similarly, we can get the empirical CDF of y as G(y) in (6), as 
shown in Fig.2 left side as observation.  Also, we can get vi from yi, i=1,…n1. Note that 
for xi and yi, their corresponding empirical probabilities may not be the same. Using these 
pairs of (ui,vi), i=1,…n1, the correlation coefficient ρ can be estimated. 

The conditional pdf of V given U=u is 
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This is a normal pdf with mean value ρu and variance 1-ρ2 .  This is why we have (26).
   The evaluation of yp|x according to (26) can easily proceed.  Suppose the forecast is 
x=0.23, we get  F(x)=0.447 from Fig.1.  Assume a value of ρ, e.g., ρ=0.67.  Assume a 
value of p, say p=0.025, we will get yp|x = 0.01.  Given a series of p values, we get the 
conditional CDF of Y given X=0.23 shown as the blue curve on the left side of Fig.2.
   Using (24), we will have Φy|x(y).

Fig.2 Schematic Diagram of the Transform from x to u and y to v
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WAY II: Using a theoretical distribution
We can apply any theoretical distribution commonly used in hydrology, for instance 

Weibull, gamma, lognormal etc.  Here we assuming h(x,y) is a joint lognormal 
distribution as follows [Crow&Shimizu, 1998]:
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where  μx , μy , σx, σy   and ρ are five parameters.  Then, the conditional distribution of y 
given x is as follows:
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and the two marginal pdfs are  as follows:

f(x)= 
[image: image38.wmf])

2

/

)

(ln

exp(

)

2

/(

1

2

2

x

x

x

x

x

s

m

p

s

-

-

                if x>0                                  (33)
          0                                                                             otherwise

g(y)= 
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0 otherwise

This means that U and V defined in the following equations 
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are standard normal distribution with a correlation coefficient ρ.  The four parameters 
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 can be estimated using maximum likelihood method as follows [Law&Kelton 1982]:
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   Once the parameters were estimated, (35) and (36) can be used to transform (xi,yi) to 
(ui,vi), i=1, ..n1. The remaining steps are the same as in Way I.
   In fact, in this case we can take advantage of using (31) and (29) to compute yp|x 
analytically.  For a given x, we have u=(lnx-μx)/σx .  For a given  0<=p<=1, we can get the 
p quantile zp of the N(0,1) so that p(N<=zp)=p.  Then vp=ρu+√(1-ρ2)zp is the p quantile of 
N(ρu, 1-ρ2), and yp|x = exp{μy+σy.vp}.
   Figure 3 gives the conditional CDF of Y>0 for x=1.0 of another data set by using the 
empirical distribution, lognormal distribution and Weibull distribution to do the 
transform.  It shows that the Weibull transform gives very close result to that of the 

empirical distribution, while the result of lognormal distribution shows bigger difference 
to that of the empirical distribution.  The reason might be that the lognormal distribution 
does not fit the marginal distribution of the observations well as Figure 4 shows.
Fig. 3 Conditional CDF of Y>0 given x=1.0 by using different distributions to transform (X, Y) to (U,V)
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Fig.4 Marginal CDFs for the forecast and observation by using empirical distribution and lognormal distribution
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4.  SUMMARY AND DISCUSSION 

   A procedure is presented to compute the conditional CDF of Y given X=x 
where (X,Y) is a two dimensional discrete-continuous random variable by using the 

conditional probability of Y=0 given X=x and an existing equation of the conditional 
CDF of continuous variates.  This procedure applies the NQT to continuous 
variables only, so it possesses theoretical soundness.
   This procedure can be applied not only to the generation of precipitation 
ensembles, but to any cases where the estimation of the CDF for a discrete-continuous 
random variable is needed.  Therefore, it has a broad application area.

It is expected that this procedure can be implemented in the NWS short term 
ensemble forecast preprocessor as an alternative.  Then it’s possible to make a 
comparison of this approach with the current one through verification analysis.
   As mentioned before, another potential way to compute the conditional CDF of Y 

given X=x is to use (22a) given in Herr& Krzysztofowicz [2005]. A comparison of 
the performance of using (22a) with that of using (24) proposed here would be very 
interesting.
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