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NEXRAD PROGRAM MANAGEMENT COMMITTEE



RECORD NPMC 10-1

April 29, 2010

1.
CONVENED – 10:00 A.M. Eastern Time
A meeting of the NEXRAD Program Management Committee (NPMC) was convened by Chair Mark Paese on Thursday, April 29, 2010, in room 16246 of the NWS Silver Spring Metro Center #2 building in Silver Spring, MD; and was video-teleconferenced to the North Conference Room at the WSR-88D Radar Operation Center in Norman, OK.  

Members participating:

Chair


- Mr. Mark Paese

DOC Rep.

- Mr. Donald Berchoff
DOD Rep.

- Mr. Frank Leute (Alternate)
DOT Rep.

- Mr. Alfred Moosakhanian (Alternate)
Integration Mgr.
- Mr. Rich Vogt

Exec. Secretary
- Mr. Felix Lee

Guests included:  
At the Silver Spring, MD, location:  Deirdre Jones, Greg Cate, Daniel Melendez, Mark Fresch, James Ward, Daniel Stein, Mike Istok, and Tom Roberts from the DOC; and Bill Bumgarner, Dennis Roofe, Jim Pritchard and Cam Tidwell from the DOT; and Ricky Keil and Terry Clark, from the DOD.  

At the Norman, OK, location:  Tim Crum, Steve Smith, James "Marty" Williams,  
Cheryl Stephenson, Mike Miller, Russ Cook, Ed Ciardi, Jami Boetcher, Lindsey Alberts,  Mike Jain, and Rex Reed from the DOC.
OPENING REMARKS:

-- Called to order.

-- Recognized members/alternates and invited guests.

-- Approved NPMC09-1 Meeting Record. 

2.
OPERATIONS:  

(2a) IPM UPDATES ON VARIOUS PROJECTS [Informational]

Mr. Richard Vogt, ROC Director and IPM, provided updates on the status of various projects and events taking place at the ROC and in the NEXRAD Program that didn’t require a separate formal briefing.  The following topic points were covered:
Keep Operational Systems Running

·  Monthly average availability last 12 months

·  WSR-88D availability average over each calendar year

>> Discussion/Comments:  Is there change underway with ATT contract? Yes, there is.  Also, alleviate restrictions on contractors going to training. <<
·  NEXRAD actual parts usage separated by agency

·  NEXRAD actual parts usage net cost separated by agency

·  Contracted depot-level radome and tower maintenance 

·  Radomes (11 repaired; 4 inspected since last PMC)

·  Repair Sites:  Pueblo, Denver, Morehead City, Wilmington, Raleigh, Birmingham,   Jacksonville, Atlanta, Anderson AB, Boston, and Buffalo.

·  Panels replaced/site trend:  FY02 = 136/11; FY03 = 119/11; FY04 = 27/14; FY05
   = 48/10; FY06 = 47/7; FY07 = 32/13; FY08 = 75/10; FY09 = 61/18; FY10 = 11/5

·  Towers – none inspected/repaired since last PMC

·  Repairs scheduled for Indianapolis, Louisville, Grand Rapids, Northern Indiana.

·  Repaired/inspected trend: FY05 = 16/32; FY06 = 13/20; FY07 = 8/50; FY08 
  11/24; FY09 = 9/3; FY10 0/0

·  No trends noticeable for radomes or towers

·  ROC Electronics Maintenance Team (EMT) technicians completed 32 trips (45 
   personnel) since last PMC meeting:  replaced Azimuth and Elevation bull gears (Eglin 
   AFB, FL) and replaced pedestal bolts at 27 sites (88 of 167 sites completed)

·  WSR-88D Hotline provided 5095 Hotline Assists; 79.9% closed on initial call 

·  Trend:  Fiscal Year vs. EMT Trips vs. Bull Gears Replaced
Sustain Baseline Operational Radar System Capabilities

·  Technical documents issued since last NPMC

·  SPG Maintenance Instructions

·  SPG SW Build 3.2

·  Mod Note for Retrofit of SPG to TDWR LAN Connection 

·  ITWS Transition to FTI IP 

·  RPG Site Specific Files To Support Northern California ITWS

·  Maint Note for Inspection and Correction of Generator Shelter Low Battery Alarm 
   Wiring

·  Maint Note for WSR-88D Monitor and KVM Switch Bar Code Procedures 

·  Mod Note for Central Region HVAC Controller Upgrade and Standardization 

·  Mod Note for Removal of RPG Comms Server 

·  OPUP Group Software Update 11.2

·  RDA and RPG SW Update 11.2 (2 documents)

·  RDA and RPG SW Update 11.3 (2 documents)

·  RDA and RPG 4Q09 Security Scans (2 documents)

·  RDA and RPG 1Q10 Security Scans (2 documents)

·  Removal of 468 NWS NEXRAD X.25 Dial-In and AWIPS Radar X.25 Dial-Out

·  Issued PMI Card to Inspect Portable 20 Foot Extension Ladder

Support NPI Program/Dual Pol Project

·  ROC staff support: 28,500 hours overall; 8,600 hours since last PMC

·  Primary ROC tasks

·  Participated in five risk reduction meetings

·  Reviewed all System Test Procedures and provided comments 

·  Assessed radar sensitivity loss with Dual Pol; recommended new benchmark

·  Evaluated contractor proposed motherboard/CPU upgrade for signal processor

·  Evaluated contractor’s proposed recovery plan (design changes and schedule)

·  Participated in Delta Design Review required to address Dynamic Range and 
   Sensitivity deficiencies

·  Conducted maintenance feasibility assessment with NWSEO representative 
   Observing - Exploring alternatives to address deficiencies … much depends on 
   provisioning conference outcomes.

WSR-88D Technical Advisory Committee Meeting Summary 
• Meeting convened 19-20 November, 2009 in Norman, OK

• Informational briefing topics included:

– Algorithm development updates, e.g. such as Staggered Pulse Repetition Time   

   and 2-Dimensional Velocity De-aliasing

– Calibration Procedures for the KOUN  Dual Polarization (DP) Prototype

– Updates on the WSR-88D & the NEXRAD Product Improvement Program

• Two Decisional Briefings on technical readiness for implementation:  Automated 
   Volume Scan Evaluation & Termination (AVSET) and Hybrid Spectrum Width (HSW) 
   Estimator

• AVSET

– Designed to meet field requests for faster Volume Coverage Pattern (VCP) 
   completion rates

– Allows more frequent updates of low-level storm features

– Preliminary tests show VCP completions in as short as ~ 3 min vs. 4.5 min

· TAC provided conditional endorsement for operational test at 10 field sites 
>> Discussion/Comments:  Bill Bumgarner – Will the VCP rates be an issue with parts usage?  Rex Reed – No, during non-precipitation weather the VCP rates will be slower, which could counter balance the faster VCPs.<<
• Hybrid Spectrum Width (HSW) Estimator

– An improvement over legacy NEXRAD Spectrum Width in low signal-to-noise 
   ratio regions  

– TAC provided endorsement for implementation when practical (current Dual Pol 
   work has time priority)

Special Projects
·  Washington State Coastal Radar Siting

·  Required 30-Day Public Comment period of Expanded Site Survey/Environmental 
   Assessment (ESS/EA) completed 16 April

·  Public input: 10 comments; either supportive or neutral; no opposition

·  SRI will soon finalize ESS/EA report based on comments

·  NWS will select radar site by July

·  NOAA Real Estate will begin work, after site selection, to purchase or lease the land

·  On track for 30 September 2012 operational date

(2b) UPDATES ON VARIOUS ENGINEERING PROJECTS [Informational]

Mr. Rex Reed, ROC Engineering Branch Chief, provided updates on the status of and results of various WSR-88D engineering projects that didn’t require a separate formal briefing.  The following topic points were covered:

Interference

·  Interference

·  Working 10 Interference Cases

·  All open interference cases intermittent and hard to identify

·  Developing new test equipment and procedures to locate interference sources

·  ASR-11 Interference

·  Grand Rapids interference from DOD ASR-11 at Alpena - Reported interference 
   to NTIA - Requested frequency change for ASR-11

·  FAA ASR-11/WSR-88D Interference Mitigated - WSR-88D Modification 
   Complete - ASR-11 Transmit Filters Installed

·  Will monitor future ASR-11 installations for interference

Trigger Amplifier

·  Trigger Amplifier Modification-Rev C

·  335 of 421 units modified to Revision C

·  Remaining 86 units mix of Rev A & B

·  Requisitions reduced significantly

·  FY06 – 351; FY07 – 203; FY08 – 110; FY09 - 72

·  FY10 21 requisitions thus far (trend - 42 for year)

·  Repair cost avoidance- over $1.1M per year

·  Mod significantly improving transmitter reliability

Modulator Redesign

·  Started as contingency design if parts not available 

·  Reduces transmitter modulator parts count & uses same parts as ASR-9

·  Eliminates most of the trigger amp (3A11)

·  Potential to improve transmitter reliability

·  Modified modulator (3A12) tested at ROC - Acquisition for field test HW underway – 

   Expect field testing at 3 sites to begin 4Qtr FY10

Pedestal Servo Power Amplifier 

·  Supportability of legacy power amplifiers

·  OEM Now Repairing Failed Units

·  18 spare key modules left, up from 15; 3-4 mo repair time, down from 4 months

·  10% of failed modules not repairable, down from 40% 

·  Averaging 32 failures per year, last two fiscal years

·  Multi-Phase/option contract for new design

·  Test two vendors’ prototypes for down select (underway)

·  Purchase 28 units for extensive field testing (FY10) 

·  2 options: 240 units each option (FY11 & 12)

·  Contract awarded FY09

Direct Drive Transmitter Blower

·  Advantages Over Belt Driven Systems:  Reduces maintenance costs (material, labor, 
   travel); Increases radar uptime; Improves steady-state cooling; Eliminates belt debris in 
   transmitter cabinet

·  Schedule

·  Installed at 7 test sites (including Kenai) Jul ’08 to Jun ’09

·  Becomes available in stock FY10 (paid from FY10 budget)

·  Deployment strategy:  Replace by attrition or by order; NRC can not support a fleet 
   wide mod note deployment
ECP0460 RDA Processor Upgrade

·  RVP8 units (CPU, Motherboard, RAM):  Upgrade Needed to Support Dual-Pol during 
   Heavy Weather Scenarios; ROC Completing Hardware and Software Tests; ROC 

   Procuring Components 3QFY10; NRC Executes Mod and Round-Robin Deployment; 

   Anticipate Deployment 4QFY10

RDA Router Replacement

·  Router refresh needed due to - OEM End of Support & Lack of expandability

·  Hardware implementation with Build 13.0:  Dependent on Dual Pol schedule; CISCO 
   2811 investigated; Preliminary testing reveals no known obstacles; Still requires 
   additional ROC Engineering effort 

·  Procure Hardware 3-4QFY11

MSCF Replacement

·  MSCF refresh needed due to diminished OEM support (motherboard failures)

·  Hardware implementation with Build 13.0:  Multiple products being investigated; 

   Preliminary testing reveals no known obstacles; Still requires additional ROC 

   Engineering effort; NRC will consider full retrofit turnaround (refresh)

·  Procure Hardware 3-4QFY11

RDA Physical Security

·  Physical Security Issues: Vandalism, Copper & Diesel Fuel Theft

·  One-Year Test in Progress KTLX RDA:  Real-time Video Surveillance Installed Oct 
   2009; Fleet-wide Retrofit (159 Sites) Estimated $3.2M; Unfunded:  Not in 8-Year Mod 
   Plan & Needs Additional Security Lighting; Video Transmission to WFOs Adds 

   Recurring Cost; Communications May Migrate to NOAANet for NWS; Cost-benefit 
   Analysis in Progress:  Likely to Recommend For Only High-Risk Sites + Target Report 
   Oct 2010

NEXRAD Security Status

·  NEXRAD ATO Expires…Next A&A Due 17 Dec 2011

·  Continuous Monitoring and Contingency Plan Test due 12/17/10

·  ROC Provides Quarterly Security CDs With OS Patches, Antivirus Software 
   Updates, and Scripts:  Sites Send CD Back to ROC With Log & Security Scan Data; 
   ROC Has CD’s From 136 Sites 
·  POA&Ms - 16 Open POA&Ms; Closure Actions On Schedule; 4 Closed Last Month

·  User Rules of Behavior Acknowledgement Forms 
·  Mod Note 59 Deployed 14 Sept 2009

OPUP Security Status

·  OPUP Designated Platform IT (PIT) 7 Apr 2010

·  Removes OPUP From 3-Year Cycle for Obtaining ATO

·  Removes Risk of Obtaining 1-Year IATO While Performing Additional Security 
   Integration 

·  If Broken by Patch or Security Technical Implementation Guide (STIG), Update 
   Backed Out and Documented 

·  Primary Focus with Platform IT….Keep It Running

·  Digital/Refresh OPUP Changes Do Not Have Impact on  Categorization, Unless 
   OPUP Connects to DoD Network or Other DoD Global Information Infrastructure
   (GII), in Future  

SPG Security Status

·  TDWR/SPG ATO Granted 27 Mar 2008

·  OST Security Updates Verified by ROC - PatchLink Scan Completed on Latest SPG 
   Drop - ROC Assumes Security Responsibility upon transfer

·  Continuous Monitoring & Contingency Plan Test Due 21 Aug 2010

·  Next A&A Due 27 Mar 2011

NOAANet & NEXRAD

·  NOAANet Replaces AWIPS WAN & Regional Frame Relays
· AWIPS to NOAANet Transition Completed 

·  NOAANet Expected to Support Future NWS WSR-88D Requirements

·  NEXRAD Frame Relay Transition to NOAANet 

·  Complex Implementation:  Follows Level II Refresh; Must Integrate with Dual Pol 

   Deployment; Estimate 2 Years to Complete

·  Includes Products, MSCF Data, and Level II

·  Includes Supplemental NWS links, DoD & FAA Frame Relay, and Possibly NWS 
   RDA – RPG Commercial T1s

·  NOAANet Scalable for Future Growth
>> Discussion/Comments:  Mark Paese – We will be phasing out the term NOAANet.   It will be known as the NETWORX under the GSA contract.  We will be moving all of the NEXRAD circuit to make sure we get the best price. <<
Analog Circuit Elimination

·  Goal: Eliminate Analog Product Distribution, Especially X.25

·  Target Time Frame Slipping Due to Slower Than Expected Migration Projects

·  FAA:  ITWS – Done; MEARTS – Awaiting MEARTS IP Addresses & Flow Control 
   Needs to Target RPG Release; OSD – Awaiting Decisions on Migration Plan

·  DoD OPUP Digital IPVPN Migration Aligned with Build 12\Refresh  

·  Awarded to Verizon Under GSA Networx Contract in Dec 2009

·  Formal System Test in Progress; Deployment Sept 2010 – May 2011   

·  NOAANet and NEXRAD Frame Relay Service Providing NWS Robust Digital Service

·  NWS AWIPS X.25 Analog Dial Interface Hardware Unsupportable

·  Eliminate AWIPS X.25 Analog Dial-in Service On/Before Release of RPG Build 
   12.0  

·  WSR-88D PTI TCP/IP to X.25 Analog Protocol Conversion Hardware

·  NRC Has Difficulty Supporting Hardware

·  2 PTI Servers per RPG; Used for FAA & Other Not Used When AWIPS X.25 Dial-
   in Eliminated

·  3rd PTI Reclaimed as of Build 11.2 and Added to NRC/NLSC Spares
>> Discussion/Comments:  Dennis Roofe – FAA WARP transition also.  At FAA sites, the AWIPS digital lines go through switch box UD31 on the shelter.  Are there any plans to change the switch box to a digital switch?   The ultimate idea is maybe to get rid of the box.  Rex Reed is to consult with system engineers and get together with Dennis Roofe back at the ROC to discuss the idea. <<
NEXRAD ITWS Interfaces

·  NEXRAD to ITWS Interface FTI Migration

·  Started Deployment Feb 2009

·  Completed Existing Interface Conversion from X.25 to FTI Private IP 

·  Provided Software Note and 11.X Site Specific Update to Support New Northern 
   California TRACON (NCT) ITWS Connections to KDAX, KGRX, and KMUX

Level II Comms Architecture

·  Level II Disseminated Via NWS Regions - Lengthy, Region-wide Outages 
   Unacceptable

·  ROC Implementing New Architecture - NOAANet Comms - Central Servers at 
   TOC/Backup Servers at ROC

·  Hawaii, ER & WR Cutover; CR Underway

·  Completion by June 2010 

·  Add 8 Remaining CONUS DoD Sites in Sept 2010 

·  Alaska - Estimate: $500K/year for Level II Recombined Data (Unfunded) – 

   Investigating use of FAA ANICS With Target for Report Oct 2010

·  Elimination of SonicWalls:  Requires RPG Software Change; Target RPG Build 12.x or    13; Requires Mod Note for Field Removal, June 2011

·  OCONUS Investigation:  Transmit to Guam, Backhaul through Hawaii; Possible  

   Implementation in 2011-2012 Timeframe

FAA RMS Refresh

·  Requires RMS Processor Refresh/LINUX Port

·  ROC Supporting FAA on Porting Project: ROC Hosting FAA RMS Software Developer 

   and Providing ROC Software Development Personnel

·  RMS Refresh Needs to be Completed During Dual Pol Redundant Deployment, 
   Fall 2011

·  Requires Interface Certification Test to Interface with NEXRAD

RDA Remote Access & MLOS Replacement

·  Missoula 

·  Installed Commercial Service at Missoula Sept 2009:  NEXRAD MLOS Potential 
   Backup; Allows Standard NWS Remote Dial Access

·  RDA Remote Access Terminal–RAT:  Deployed Wireless Solution to Site Oct 2008; 

   Unique Remote Terminal Configuration; Removal Scheduled July 2010

·  Medford

·  Commercial Service Replaces Obsolete NEXRAD MLOS Fall 2010

·  Telco-Provided MLOS for Wideband & RDA POTS Lines Installed in Parallel With 
   Old MLOS  

Satellite Communications

·  Emergency Comms Backup for Remote Radars When Terrestrial Service Lost (i.e. post 
   hurricane, severe storm, disaster recovery, etc.) 

·  Current ROC Hardware (4 VSATs) & Bandwidth Available 

·  Compatible & Integrated with AWIPS VSATs (WFO Backup) 

·  Possible Backup Scenarios:  Remote NWS RDAs to WFOs; CONUS DoD Sites to 
   Hosting NWS WFOs or ROC; OCONUS FAA Sites

·  Installation Procedures & Field Instructions for iDirect / Andrew System; May Re-
   evaluate Hughes System in Future Tests

·  Establishing VSAT Working Group; One NWS Solution
>> Discussion/Comments:  Mark Paese – The Telecommunication Operation Center moved to Mark Paese’s group on February 14, 2010.  He has directed them to do some system engineering on the overall system through a working group to see what can be combined and merged for a more efficient system with the idea of cutting down on operations and maintenance costs.  The intent is also to not have impact on the end users i.e. FAA & DOD. <<
OPUP Projects

·  GOAL: Enable High/Super Res Capability

·  OPUP Conversion to Digital Comms

·  Planned OPUP Build 12 Deployment Early FY11

·  Selected Verizon as Digital IPVPN Service Provider via GSA Networx Contract

·  Provided Interim Capability: 7-bit Product Available in RPG Build 11.2/OPUP 
   Build 11.0 (via Analog Comms)

Future OPUP Projects

• OPUP Refresh-Eliminates Sun Hardware & Operating System

– Refresh to PCs & LINUX with OPUP Build 12

– Completed Hardware Acquisition…Deployment Combined with OPUP Digital FY11

• OPUP Future Before JET

–ROC Awaiting AFWA CONOPS and Requirements Documents Relating to OPUP-N

– AFWA Submitted OPUP System Specification Updates

• Build 12.X – WAN OTR In Place of Analog Dial

• Build 13.0 Development Held In Abeyance

• Transition to JET at Undetermined Date  

• OPUP Future After JET

– Small OPUP Capability Still Needed at ROC…Display for Development & Testing

• NAVY/Marine Corps OPUP

– Informally Advised 30 Sep 2010 – Decommissioning all 9 Marine Corps Systems

– Informally Advised Refresh/Digital Planning Placed On-Hold

– Small OPUPs Cannot be Refreshed Without Migrating to Planned DoD IPVPN

·  Analog Comms Not Supported in Small OPUPs after Refresh
>> Discussion/Comments:  Tony Leute -Marine Corp transitioning is dependent on successful operational test as a critical path.  Rex Reed – We were told to make plans to get rid of it by the end of September with or without replacement.  If their operational tests are not successful, they need to let us know in a hurry. << 
NEXRAD/S-BAND FREQUENCY SPECTRUM ENCROACHMENT ISSUES: 

International Spectrum Encroachment Threat

• Nexrad frequencies sought by international proponents for wireless telephony, data 
   services and electronic News Gathering (ENG) services

• Success achieved within the ITU over last ten years in terms of:

– Mitigating attempts to open the band to other services such as ENG service

• NWS and DOC-ORFM efforts within ITU-R WP5C resulted in removal of the 
   band from list of ENG candidate bands

– Building and maintaining an international focus on importance of Meteorological 
   Radars, weather forecasting, storm warnings, and meteorological research by  

                    working closely with ITU and WMO

• Participated in development of joint WMO-ITU Handbook R-HDB-45-2008-
   MSW-E on “Use of Radio Spectrum for Meteorology: Weather, Water and 
   Climate Monitoring and Prediction.” >>Developed the chapter on Meteorological 
   Radars

Domestic Spectrum Encroachment Threat

• Attempts to share or re-allocate federal government spectrum for commercial wireless 
   services have been in process since 1993

• Most recent threat centers around H.R. 3125 Spectrum Inventory Act and H.R. 3019  

   Spectrum Relocation Act of 2009

– Aim to free up 300 MHz of spectrum within next five years and 500 MHz of 
   spectrum within next ten years

• Current approach within Nexrad band is to investigate possibility of sharing 
   spectrum on a geographic basis

• NWS and DOC-ORFM are participating in NTIA’s Policy and Plans Steering Group

– NWS with support from ROC is preparing updated financial analysis detailing costs 
   of spectrum sharing options

·  NWS developing geographically based sharing analysis, determining exclusion 
   zones for radars using protection criteria levels approved by ITU

·  Available geography suitable for spectrum sharing is severely limited

Spectrum Encroachment Threat Conclusions

• International threat is under control but requires active monitoring through participation 
   in various ITU working groups

• Domestic threat is centered around HR3019 and is currently based on sharing scenario.  
   Sharing strategy could be replaced by relocation strategy if sharing is proved not 
     
   possible

• NWS in conjunction with DOC-ORFM and the ROC is actively engaged in process of 
   preparing various reports and analyses required to protect 2700-3100 MHz band from 
   encroachment by other systems and services
>> Discussion/Comments:  Mark Paese – The President has tasked the Department of Commerce Secretary through NTIA to consider the usage 500 MHz of spectrum across all bands.  Mark went to the White House to brief them on the impact of L-Band on NWS systems last Monday.  Tony Leute – Risk factors needs to be coordinated.

     Dennis Roofe – ITWS migration in California is finishing up at the end of the week. <<
(2d)  SUSTAINING WSR-88D THROUGH CONTINUED TECHNOLOGY REFRESHMENT MODIFICATIONS AND POSSIBLE SERVICE LIFE EXTENSION PROGRAM (SLEP)  [Informational]

Mr. Rich Vogt, ROC Director and IPM, presented an information briefing on the reliability/maintenance modifications and technology refreshment modifications needed to sustain the WSR-88D until a potential replacement radar system is operational.  The following topic points were covered:

Purpose

·  Introduce concept of sustaining aging radars through combination of Technology 
   Refresh and Service Life Extension Program (SLEP) investments - Stimulate discussion 

   & Acquire comments and feedback

·  Update NPMC on latest 8-Year Mod Plan

Why Discuss Technology Refresh & SLEP?

·  Average Age WSR-88D ~16 yr…..installed 1992-97…..design life 20 yr

·  Age, wear & tear, parts obsolescence likely to drive O&M cost higher - vulnerable 
   components include pedestals, transmitters, UPSs, generators, shelters, grounding 
        systems, etc.

·  Strong O&M and Program Initiatives have increased radar capabilities while controlling 
   O&M costs - Product Improvement, Technology Refresh and Sustaining Engineering  

   Mods, and new science infusion

·  Through Sustaining Engineering and Technology Refresh investments, WSR-88D 
   continues to be upgradable, reliable and maintainable through at least 2020

·  Limited OEM support for modern IT components (typically 5-7 yr), and IT Security 
   mandates drive on-going Technology Refresh requirement

·  Component obsolescence/reliability issues drive on-going Sustaining Engineering 
   mods

·  With SLEP investment, WSR-88D can remain viable through 2030 or until replacement 
   technology is operational

Radar Life Cycle Decision Tree
>> Discussion/Comments:  Tony Leute expressed appreciation for the effort put into this future thinking of the radar life cycle vision.  He sees similar processes in Air Force systems also.  Mark Paese – Instead of system planning for the standard 2-3 years, this will give a good starting point for an overall longer term vision to stimulate discussion and exchange of ideas on how maybe to proceed. << 
• Projected NEXRAD Parts Cost with No SLEP
• Notional WSR-88D Funding Profile – Refresh & SLEP

8-Year Modification Plan - FY11-18

·  Planning document for future modifications

·  Revised Annually…new version in May 2010 with significant changes from last year

·  Dual Pol schedule adjustments from last year

·  Leveled System Refresh funding profile

·  Introduces SLEP

·  Modification costs shared IAW current CSMOA 

·  RDT&E Costs…equally shared

·  Kit Costs…percent of systems owned
>> Discussion/Comments:  Tony Leute – How were the costs estimates for SLEP resolved.  Rich Vogt – Took into account costs of current refresh projects, repair projects, cost of new technology out there now, and process involved when transitioning from other older systems. <<
Transmitter Modulator Upgrade

·  Project Goals:  Maintain Supportability; Decrease Logistics and Maintenance Cost; 

   Significantly Simplify Maintenance 

·  Modulators Modified by Round-Robin Rotation at NRC 

·  Modulators Installed by Field Maintenance Personnel

Diesel Fuel Containment
• Project Goals:  Inspectd Fuel Tanks for Corrosion and Signs of Leakage; Flush and 
   Replace as Necessary; Reseal Generator Shelters to Ensure Viable Means of Secondary 
   Fuel Containment

• Allots Funding to Inspect and Reseal 10 Engine Generator Shelters Per Year 

– Estimate 1 Site in 10 Requires New Fuel Tank
• Budget / Funding 
Pedestal Servo Power Amp
• Project Goal:  Replace Obsolete Components With Supportable Electronic Components
• Two Contracts Let in FY09 For Development and Delivery of 2 Prototype Modules 
   Each - Evaluation Underway - Chose 1 to Deliver 28 Units in FY10

• Install in Field Sites & Monitor for Long-Term Performance  

• Two Contract Options Allow Purchase of 200 Additional Units Per Option in FY11 & 
   FY12

• Budget / Funding 
TDWR/SPG Refresh (DOC only project)
• Project Goals: Refresh Hardware & Replace CPU, Power Administrator, Cabinet, etc

• Design Work in FY 13 & FY 14

• Implement New CPU in FY 14 & New Cabinet & Power Administrator in FY 15

• Budget / Funding 
System Refresh

• Project Goals: Replace Computer, Routers, Signal Processor & Peripheral Hardware in 
   RDA and RPG

– FY11 & 12 MSCF & RDA Router Kits; RDA Dev

– FY13 RDA LAN Switch & Remote Access Server Kits; RPG CPU Dev

– FY14 RPG CPU Kits; RPG Peripheral Dev

– FY15 RPG LAN Switch & Console Server Kits; RDA Signal Processor Kits; RPG 
   Router Dev 

– FY16 RDA Signal Processor & RPG Router Kits; RPG Peripheral Dev 

– FY17 RPG Power Administrator Kits; MSCF & RDA Router Dev

– FY18 MSCF & RDA Router Kits 

• Budget / Funding 
OPUP Refresh

• Project Goals:  Replace OPUP Hardware & Rehost to LINUX & Hardware Procured in 
   FY10

• Assume OPUP Enters Sustainment until JET Conversion Post FY12

• Additional Refresh in FY14 - FY15 Planned, in Case JET Plans Change….Placeholder

• Budget / Funding 
Pedestal Refurbishment (first of SLEP projects)
• Project Goals:  SLEP to Keep Radars Running to 2030 - Replace Major Components … 

   Bearings, Motors & Gear Boxes

• Design Work in FY16; Implementation in FY17 - FY20

• Budget / Funding 
Transmitter Refurbishment
• Project Goals:  SLEP to Keep Radars Running to 2030; Replace Chassis Wiring, 
   Backplanes, Logic Boards & Fault Monitoring; Government Design, Contractor 
   Implementation

• Design Work in FY16; Implementation in FY17 - FY20

• Budget / Funding 
TPS/UPS Refresh

• Project Goals:  SLEP to Keep Radars Running to 2030 & Replace TPS with Modern 
   Unit

• Design Work in FY18; Implementation in FY19 - FY20
• Budget / Funding 
Mod Kit and Sustaining Engineering (Budget/Funding Estimates)
Grand Total Summary of SLEP Budget/Funding Estimate
>> Discussion/Comments:  Tony Leute – appreciates the SLEP vision and relates to it via Air Force aging systems.  Deirdre Jones – Is this a decision we need to consider now or closer towards 2016?  Looks like we are not deciding today, but looking at what we can go forward with in the Commerce structure and juxtapose that with what the other agencies are doing.  Rich Vogt – Right now MPARs is in a research phase.  And NWS is not in a decision track just yet.  This information may be useful for Don Berchoff for future radar plans in NWS. <<
Summary

·  WSR-88D…..arguably World’s Best Operational Weather Surveillance Radar

·  Tri-Agency program for Sustaining Engineering, NPI and Tech Refresh Investments, 
   and New Science Infusion Initiatives have increased capabilities while controlling 
   O&M costs

·  Need continued support for 8-Yr Mod Plan to sustain operations

·  WSR-88Ds aging…..if not replaced by mid-2020s, need SLEP investment

(2c) NOAA 2025 VISION FOR WEATHER RADAR [Informational]

Dr. Daniel Melendez, NWS OS&T, provided an overview of NOAA efforts, via the Joint Radar Project Team (JRPT), to develop a vision for weather radar, “NOAA 2009 Integrated Weather Radar Plan (IWRP) -- 2025 Vision.”  The briefing also included a summary of the results of the recent JRPT briefing to the NOAA Scientific Advisory Board.  The following topic points were covered:

The NOAA Joint Radar Planning Team (JRPT) seeks to

·  Update SAB on weather radar planning 

·  Request SAB endorsement of planning process

·  Request advice and input in engaging non-NOAA experts to refine NOAA 2025 Vision 

NOAA Integrated Weather Radar Plan (IWRP) goals

·  Unify long-term ground-based weather radar strategy

·  Framework for infusing new science and technology into operations

 
• Radar is but one piece of a System of Systems
• Significantly improve NOAA forecast services by 2025 focused on severe and 

   hazardous weather through strategic investments in weather radar technology R&D

ISSUES - Radar – Foundation of Warning Process
• Aging NEXRAD – Replacement takes 20-30 years
• Coverage Gaps – 70% of Boundary Layer

• Emerging Technologies – MPAR & CASA

• Opportunities – TDWR, ASR, Non-Gov’t Owned

• Emerging Issues – Frequency Spectrum, Wind Farms
Technical Challenges

·  NEXRAD is in great shape today but

·  Have coverage gaps especially in boundary layer & complex terrain

·  Testing and evaluation of emerging technologies is needed

·  Warning lead times have reached a plateau 

·  New threats emerging (RF spectrum, wind farms)

·  Major radar systems: ~25 yrs research-to-operations

·  FAA is willing to share R&D costs for a “hard-target” system

·  High-resolution radar data increasingly important to improving numerical models 
   (Warn-on-Forecast) 

Programmatic Challenges

·  NEXRAD - Tech Refresh and infusion of dual polarization post-deployment science

·  MPAR - risk reduction program needs - Test and Evaluate technologies with FAA, 

   DOD, DHS, NOAA & budget coordination - Risk assessment 

• “Gap Filler” Radars – identify resources to test and evaluate technologies that may meet 
   NOAA’s requirements and evaluate CASA-like systems, assess Hydromet Testbed 
   results

• Cost-benefit analysis of candidate technologies and a coordinated NOAA Testing and 
   Evaluation framework - Include data streaming and archiving concerns

• Identifying appropriate partnerships with academia & industry

2025 Vision

· Tornado Warnings 

·  Warning lead time 1-hr (currently ~14 min)

·  Neighborhood scale forecast resolution (~ 1 km x 1 km)

·  Probabilistic warnings (ensembles)

·  Significantly reduced false alarm rate (50% from 75%)

·  Flash Flood Warnings/QPE

·  Warning lead time 4-hr (currently ~80 min)

·  Neighborhood scale forecast resolution (~ 1km x 1km)

·  Probabilistic warnings (ensembles)

·  Four-fold reduction in root mean square bias error in QPE (Quantitative 
   Precipitation Estimation)

·  Optimal mix of radar data & increased coverage

·  National, regional, & local mosaics

·  NOAA owned/operated, other Agency radar (FAA), non-Federal government owned 
   (TV, non-federal, Canadian, Mexican, Caribbean)

·  Increased coverage in complex terrain and boundary layer

·  High resolution data assimilated and driven by models
>> Discussion/Comments:  NEXGEN concept goals are consistent with that of the 2025 concept.  Primary and secondary radars surveillance capabilities were discussed.  DHS requires non-cooperative aircraft surveillance.  This may be an MPAR working group issue. <<
• The Promise of Phased Array

– Research is underway to determine the feasibility of combining requirements of 
   multiple agencies to create a multi-function phased array radar (MPAR). By 
   combining efforts of multiple agencies, the cost to any single agency is reduced.  

​– Adaptive & Rapid Scanning

– Adaptive & Optimal Scanning

Integrated Weather Radar Plan Strategic Priorities
·  Sustain/Improve WSR-88D capabilities through at least 2020 or until replacement 
   technology is operational

·  Fuse data from non-NOAA radars for NWP and AWIPS

·  Continue OAR’s role in science & technology risk mitigation

·  Evaluate emerging technologies – determine optimal mix and systematic Testing & 
   Evaluation (T&E)
·  Evaluate numerical modeling radar data assimilation…develop Warn-on-Forecast

·  Integrate radar and non-radar observations into user-defined content

·  Conduct cost-benefit and service improvement studies to determine which technologies 
   most benefit operations

Implementing 2025 Vision

·  Exploring new technologies

·  Test and develop NEXRAD replacement options for NWS

·  Studying gap-filling radars to increase coverage

·  Exploring multiple wavelength radars (10-cm, 5-cm, 3-cm)

·  Prototyping use of numerical models assimilating radar data

·  Wind turbine mitigation research underway (NSSL, OU)

·  Warn-on-Forecast

·  Engaging - National Research Council (MPAR); NSF (CASA); Private sector 
   (Lockheed Martin, Raytheon); Universities

·  Monitoring - RF Spectrum commercialization deliberations

Proposed 2025 Radar Roadmap Integrated Weather Radar Plan
NOAA Coordination & Views
·  What has NOAA done to coordinate and vet the plan? 

·  Multifunction Phased Array Radar Symposia

·  FAA/NextGen has radar requirements

·  NWS Science and Technology Roadmap

·  Briefed NWS/OAR Summit in Chicago (Oct. 2009) 

·  Coordinating with NOAA budget process

·  Coordinating with National Climate Service

·  NSSL and Earth Systems Research Lab

·  Some elements of the Plan have been coordinated with academic sector (NSF-
   supported CASA Eng. Res. Center)

·  NEP/NEC Virtual review (12/9/2010) 

·  Engaging industry through R&D at NSSL

·  NOAA official way forward is being developed through this process 
>> Discussion/Comments:  What is MPARs risk reduction?  Research is on going at NSSL in partnership with the FAA and DOD, which will allow us to evaluate the potential performance of the phase-array radar system and how well it will integrate with other systems.<<  
Desired Outcome
·  Recommendations for refining the 2025 Vision

·  Provide guidance for engaging non-NOAA expertise

·  Endorse the planning process

·  Bottom Line - Are we on the right path scientifically?
>> Discussion/Comments:  Don Berchoff – Doesn’t believe phase-array radar will be implemented totally in his life time.  Need to keep weather radar going strong through other means.  Need to build more partnerships.  Hopefully, learn and benefit through FAA’s radar modernization.  Look at our gap filling needs maybe through small radars, CASA, etc.  Track the life cycle of our current radar infrastructure.  Develop new algorithms to gather and output data more logically for the forecasters.  Cost of new technologies may become less expensive.  Maybe phase-array may start to take hold in the mid 2020’s.  

      Group discussed various radars (i.e. FAA) and how weather data may be split from primary target data and ingested and incorporated into the weather models - leveraging the existing system’s weather data to fill coverage gaps and provide better forecasts.  At one time there was a Joint Radar Planning Group that was charged at looking across all surveillance radar systems.  NWS will have very stringent weather requirements in 2014.<<
(2e) UPDATE ON ROC ACTIONS IN REGARD TO WIND FARM IMPACTS ON WSR-88D OPERATIONS, TRIAGENCY OPERATIONS, AND POLICY  

[Informational]

Dr. Tim Crum, ROC, provided an update on ROC actions taken in regard to wind farms impacting WSR-88Ds and triagency operations since the last NPMC meeting and planned actions.  The following topic points were covered:

Major ROC Actions and Initiatives Since Last NPMC Meeting
·  Responded to 97 notices of proposed wind farms received from DOC’s National 
   Telecommunications and Information Administration (NTIA) and 6 directly from 
   developers or other sources ….. 640+ to date

·  9 (9%) evaluations determined moderate or greater impact to warning operations; 
   recommended developer work with ROC to reduce impact   

·  One within 1 mi; another 1 to 3 mi of a WSR-88D

·  Referred to FAA one proposal for wind farm very close to a TDWR

·  Conducted follow-up discussions with several developers on additional  mitigation 
   options….including operational curtailment and sharing meteorological data

·  Continued funding University of Oklahoma (OU) Advanced Radar Research Center 
   (ARRC) studies of potential WSR-88D software solutions

·  Automatic wind turbine clutter identification

·  Developing RPG-based algorithm using Level II data - Uses a color-scale to 
   provide a visual confidence-level the echo is from turbines

·  Early results promising

·  Briefed NEXRAD SREC on 22 April 2010

·  Investigate potential signal processing techniques (2nd year of study)
·  Next step: develop real-time mitigation algorithm in laboratory

·  Ultimate goal: operational signal processing solution. . .tough technical challenge

Outreach:

·  Shared exhibit with OU’s ARRC; Dec 2009 Oklahoma REVOLUTION Wind 
   Conference

·  Invited speaker at National Wind Coordinating Collaborative technical seminar: The 
   State of the Art in Wind Siting - Interacted with AWEA staff; other federal agency 
   representatives

·  Provided two wind farm “guidance” documents to NWS regions, DoD, and FAA for 
  further distribution

·  WFO Fact Sheet: “Potential Wind Farm Impacts on WSR-88D Radars and Users”

·  Media interview “talking points” on Wind Farms – Doppler Weather Radar 
   Interactions

·  Presented “NEXRAD: Living with Wind Turbine Clutter” poster at NWS National MIC 
– HIC Conference (Poster attached to this briefing)
·  Participated in two conference calls with congressional staffers 

·  Provided information on potential wind farm impacts on weather radars; how they 
   could possibly help

·  Included NOAA Legislative Affairs and NWS HQ

·  Mark Paese participated in interagency wind farm meeting at White House in April

·  Discussed DoD halting multi-billion dollar wind energy project in Oregon

·  Included mitigation strategies and “way ahead”
>> Discussion/Comments:  Mark Paese – Working together to find a spot where wind farms will not cause a problem is getting harder.  Oregon has one of the largest wind farms at 330 turbines.  This issue has impact on homeland security and homeland defense. 

     It was suggested that work is being done with signal processing may help mitigate wind farm interference.  Rich Vogt - Stimulus package funding from Department of Energy was offered to study the wind farm – radar issue and they were told, but nothing has come from it.  Don Berchoff is working with DOE right now on getting measurements off of wind farm towers and offered to assist Rich Vogt.  Mark Paese - We have also talked to the wind industry about using stealth blades or changing the composition of their blades. <<
Estimated Wind Turbine Impacts (Assumes Level Terrain and Turbines in RLOS)
• Additional Impacts within 3km:  Personnel Safety (within 200m); Receiver Damage 
   (within 600m); Beam Formation  (within 1km); Partial Attenuation of Radar Beam 
   (within 3km); Limited or No Workarounds for WFOs
• Additional IMPACTS within 18km:  Multi-path Signal Scatter; Multiple Elevation 
   Scans Impacted; Bulk Cable Interference; Difficult to work around for WFOs

• IMPACTS within RLOS:  Wind Turbine Clutter, Algorithm Impacts, Some 
   Workarounds Available for WFOs

Review of ROC Wind Farm Impact Analysis Process
·  Scoring scheme based on risk of data and operational impacts

·  Primary factors:

·  Operational impact risk:  severe weather climatology….radar data highest value 
   for these events; statistics are available

·  Data impact risk:  distance, number of turbines, areal extent of turbines, and 
   number of elevations impacted 

·  Adjusting scoring criteria based on experience and feedback

·  Favorable reception by wind energy industry – more definable and  understandable

·  Results in fewer follow-on contacts with wind farm developers

·  Focuses limited ROC resources on Moderate and Severe risk cases

·  Gains more credibility with wind energy industry

Impact Risk Matrix

Highlights of ROC Planned Actions

·  Presenting poster and paper at AWEA’s WINDPOWER2010 in May 

·  “How NEXRAD Radar Data Can Benefit Wind Industry”

·  23,000+ at last year’s conference; over 2200 exhibitors

·  Continue to:

·  Analyze proposed wind farm sites on case-by-case basis

·  Support University of Oklahoma WSR-88D software-based mitigation studies

·  Reach out to wind energy industry for solutions and/or agreements

·  Collaborate with other federal agencies  

·  Pursue: 

·  Wind turbine operational curtailment as potential “win-win” mitigation action; 
   continue refining CONOPS and Letter of Intent template

·  Wind farm meteorological data sharing with WFOs 

·  Work with NWS Warning Decision Training Branch developing training module for 
   users……Dec 2010

Update on Status of NPMC AI08-02.1

·  Two ROC staff on proposal evaluation committee for DHS-sponsored project to 
   develop a Radar - Wind Turbine Interaction Model

·  Selection date goal – June 2010

·  Weather radar included as a choice for analysis 

·  This updates NPMC AI 08-02.1 

·  Completed CONUS severe weather warning climatology by county for objective scoring 
   scheme and discussion with developers

·  Extensively studied archive data from 6 sites to learn more about wind turbine clutter  

   climatology….applicable to forecaster “workarounds”

3.
SYSTEM DEVELOPMENT: 

(3a) STATUS OF SOFTWARE BUILDS [Informational]

Mr. Steve Smith, ROC Software Engineering Team Leader, provided a status of the Build 11 point build releases, Build 12 testing, and a summary of the 21-22 April WSR-88D System Recommendation Enhancement Committee (SREC) meeting.  The following topic points were covered:

OPUP Build 11/11.1/11.2 Status

·  OPUP 11/11.1/11.2 is a Combination Software Release and Security Update

·  Build 11.2 contains accumulated Sun Solaris OS security updates from the Dec/08, 
   March/09, June/09 and Sept/09 Patchlink security-related OS patches

·  All Category 1 DISA Security Technical Information Guide (STIG) closed

·  Fixes several bugs related to software stability

·  Supports 128 data level versions of Digital Velocity (DV7) and Digital Reflectivity 
   (DR7) to support DoD operations

·  DV7 – 1 m/s, 1 deg x 0.5 km to 230 km   

·  DR7 – 1 dBZ, 1 deg x 1 km to 230 km, 0 dBZ display threshold 

·  Kit deployment completed.  Last kit shipped 2/2/10.

·  23 of 104 field sites have reported OPUP 11/11.1/11.2 installation.

RPG Build 11.1 - RPG Router Replacement
·  Introduction of CISCO 3825 Router

·  CISCO 3640 end of life; Security patches no longer available

·  CISCO 3825 supports Secure Shell (ssh)

·  Includes June/09 Patchlink security-related OS patches 

·  Kit deployment completed.   All RPG sites have been upgraded with new router.

RDA Build 11.2 / RPG Build 11.2 Content

·  RPG 

·  Introduces 128 data level versions of Digital Velocity (DV7) and Digital Reflectivity 
   (DR7) to support DoD operations

·  Includes Sept/09 Patchlink security-related OS patches

·  Corrects several meteorological algorithm defects affecting field operations

·  Adds TCP/IP link to Western Arkansas RPG to support Tulsa ITWS testing

·  RDA

·  Changes needed to support automated verification of security update compliance

·  Includes Sept/09 Patchlink security-related OS patches

·  Changes required to support RDA Build 11.x/RPG Build 12 compatibility testing

·  Kit deployment completed.   Last kit shipped 12/11/09. 

RDA/RPG Build 11.3/RDA 11.4

·  RDA/RPG Build 11.3 content and status:  Dec/09 Patchlink security-related OS patches; 

   Updated virus definition file; Minor bug fixes; Deployment complete - last kit shipped 

   2/25/10

·  RDA Build 11.4 content and status:  Mar/10 Patchlink security-related OS patches; 

   Updated virus definition file; Deployment started 4/12/10.  Three week deployment 
   anticipated.

Current Build Loaded At Each Site (RDA/RPG)

·  Current build loaded at each RDA and RPG (as of 4/26/10)

RPG Build 12 Content Highlights

·  Dual Polarization Algorithms

·  Hydrometeor Classification Algorithm (HCA)

·  Quality Index Algorithm (QIA)

·  Melting Layer Detection Algorithm (MLDA)

·  Dual Pol Scan-to-Scan Accumulation Algorithm

·  Dual Pol Long-Term Accumulation Algorithm

·  Dual Pol Quantitative Precipitation Estimation (QPE)

·  Dual Polarization Products

·  Dual Pol Base and Derived Products - CC, KDP, ZDR, HC - Hydrometeor 
   Classification - Melting Layer Contours

·  Precipitation Products:  One-Hour Accumulation; Digital Accumulation Array; 

   Storm Total Accumulation (4-bit and 8-bit); One-Hour Difference Accumulation; 

   Storm Total Difference Accumulation; User-Selectable Accumulation; Precipitation 
   Rate

RPG Build 12 Content Highlights

·  Integration of Super Resolution Base Data into Mesocyclone Detection Algorithm 
·  Removal of the Legacy Mesocyclone Algorithm and Associated Products – 
   Mesocyclone (M), Mesocyclone Rapid Update (MRU)

·  Redefines “Super Resolution” to Mean ½ Degree Radials. By Default, Reflectivity 
   Range Resolution Will be 0.25 km and Doppler Moments Extended to 300 km for All 
   Cuts in VCP

RPG Build 12/RDA Build 11.5

·  RPG Build 12 

·  System Test Wrap-up scheduled for 4/30/10

·  Operations Test Readiness Review scheduled for 5/5/10

·  Beta Test Readiness Review scheduled for 6/24/10

·  RDA Build 11.5 Sys/Ops Test scheduled to begin 6/21/10

·  RVP8 Motherboard/CPU/Memory Upgrade (required by Dual Pol upgrade)

·  June/10 Patchlink security-related OS patches and virus definition file

·  RDA Build 11.5 supports baseline and upgraded Motherboard/CPU

·  RPG Build 12/RDA Build 11.5 parallel deployment begins 8/23/10 - Divorcing 
   deployment from RDA Dual Polarization upgrade eliminates need to security patch 
   multiple RPG software baselines

·  AVSET field test planned to start 9/10 (requires RPG Build 12) - 10 sites scheduled to 
   participate in AVSET evaluation

RDA Build 12/12.1 Content Highlights

·  Contractor Provided Dual Pol Upgrade: NWS single channel (Build 12); FAA 
   redundant and NWS redundant (Build 12.1)

·  Clutter Mitigation Decision (CMD) Capability Goes Away - CMD introduced with 
   RDA Build 11; Software baseline for Dual Pol upgrade is Build 10 + Red Hat 
   Enterprise Linux 5 + Accumulated Patchlink security-related OS patches
RPG Build 12.1/12.2

·  RPG Build 12.1 tentative content and schedule

·  Sept/10 Patchlink security-related OS patches and virus definition file

·  Dual Pol related software corrections discovered before Build 12 Operations Test 

·  Will be tested with RDA Build 11.6 (includes Sept/10 security patches)

·  Deployment scheduled Nov/10

·  RPG Build 12.2 tentative content and schedule

·  Dec/10 Patchlink security-related OS patches and virus definition file

·  Dual Pol related software corrections (if needed)

·  Deployment scheduled Jan/11

OPUP Build 12 Content and Status

·  Hardware Refresh – PC Running Red Hat Linux Enterprise 5 OS

·  Ingest and Display Capability for Super Resolution Digital Products

·  Ingest and display requires Digital communications infrastructure in place

·  Small OPUP router replacement requires digital circuits in place 
·  Currently in System Test.  (Test started 3/10/10)

·  Operations Test scheduled to begin 7/15/10

·  Beta Test scheduled to begin 9/2/10

·  Large/Medium OPUP deployment scheduled to begin 10/4/10 - ROC installs - Supports 
   both analog and digital communications

·  OPUP Small deployment scheduled to begin 11/1/10:  Site installs - Requires digital 
   communications infrastructure in place.  Replacement small OPUP router only supports 
   digital.

OPUP Build 12.1

·  OPUP dial capability being replaced by WAN OTR (One-Time Request) - Analog 
   connections being replaced by digital circuits

·  New common OS patch process defined and tested - Common OS to be shared between 
   RDA and RPG

·  Field release to at least Large/Medium OPUPs by 03/11.

RDA/RPG Build 13 Content Highlights (as defined by 4/10 SREC)

·  RDA Build 11.x/Dual Pol Merger - 
·  Reintroduction of Clutter Mitigation Decision (CMD)

·  Hybrid Spectrum Width Estimator Fix

·  Needed in conjunction with Sigmet Rectangular Window fix

·  Tentatively non-operational for Build 13 – data quality analysis needed before 
   operational decision

·  Staggered PRT Phase III - Tentatively non-operational for Build 13 – data quality 
   analysis needed before operational decision

·  Scheduled deployment 1/12

RDA Build 13.1

·  Merge Dual Polarization RDA Build 12.1 (Redundant Configuration Support) changes 
   into RDA Build 13

·  Will include Mar/12 Patchlink security-related OS patches and updated virus definition 
·  Scheduled deployment – April 2012

WSR-88D SREC Activity

·  Triagency WSR-88D System Recommendation Enhancement Committee (SREC) met 
   21- 22 April

·  Meeting Objectives

·  Prepare recommended contents and release dates…Builds 13 – 16 (RDA, RPG, and 
   OPUP)

·  Review triagency technology transfer MOU review process/status

·  Exchange technical information and review recent software releases

·  Major Meeting Results

·  Annual ROC full-scale application and quarterly security “point release” builds

·  Voting members fully involved in ROC MOU technology transfer process – 
   triagency oversight  ensures no duplication of effort….address high-priority needs

·  Forward recommendations in June for NPMC approval

(3b)  NEXRAD PRODUCT IMPROVEMENT (NPI) UPDATES [Informational]

Mr. Greg Cate, OS&T, provided an update on the Dual Polarization project, including the recent assessment results and planned assessments.  The following topic points were covered:

Dual Polarization Schedule

RECENT ACTIVITIES:
·  ROC accelerated RVP-8 CPU Upgrade

·  Avoids reducing functionality for Dual Pol

·  Needed to support “Post-Dual Pol” requirements

·  L3/Baron proposed and delivered a significant kit redesign (December 2009)

·  Addresses dynamic range performance, sensitivity and potential interference

·  Affected receiver module, low-noise-amplifier and bandpass filter

·  Caused significant schedule delay

·  First SME Panel Review (January 2010) - Defined acceptable level of sensitivity loss:  
   Up to 4dB, but in excess of that amount, recommended formal Operational Assessment

·  Second SME Panel Review (March 2010)

·  Participants from NSSL, OHD, ROC, NWS/OS&T, Region SSDs, WDTB

·  Driven by NOAA/NWS pending decision on obligation of ARRA funding

·  ROC Engineering analysis of current mod kit sensitivity loss

·  ROC white paper on sensitivity reduction available

·  Contrasted impact of that loss on various scenarios with Dual Pol benefits
·  Developed recommendation on ARRA funding obligation
>> Discussion/Comments:  Greg Cate earlier briefed the Executive PMC session to verify their continued support for the Dual Polarization program, in light of the first and second Subject-Matter-Expert Ops Assessment and the improvement in system performance subsequent to the prototype redesign.  The Executive members continue to support the program. <<
·  Briefing to Corporate Board and Dr. Hayes – 4/21/2010 

·  Pre-Provisioning Meeting – 4/20/10

Sensitivity & Calibration – Impacts due to Sensitivity and Calibration differences, when combined, can lead to confusion
Dual Pol – American Recovery and Reinvestment Act (ARRA) of 2009 Oversight 
·  Difference in sensitivity between Dual Pol prototype (KOUN)  and ROC test bed 
   (KCRI)

·  Sensitivity difference between KOUN and KCRI seen during testing is ~5 dB

·  NEXRAD Systems vary in frequency assignment

·  KOUN – 2705 MHz; KCRI – 2950 MHz

·  ROC study quantified effect of radar frequency on sensitivity

·  Research provided new guidance for more precise data comparisons

·  Of the 5 dB sensitivity difference, 1.5 dB is due to the different frequency of the 
   radars

·  Remaining 3.5 dB within operationally acceptable range of sensitivity loss

·  Calibration work continues, but calibration is not at same level of technical risk as 
   sensitivity 
• Total sensitivity loss due to DP conversion is 3.5 to 4.0 dB
Upcoming Activities

·  System Test Readiness Review – May 25

·  System Test – May 25 thru Aug 20

·  ARRA funding obligation

• Continued data quality evaluation

·  Refocused June Operational Assessment 
·  Expose NOAA/NWS Operators to Dual Polarization

Compressed Deployment Schedule 
• Result of the schedule slip

·  Compression required to complete work in current contract period of performance 

·  Starts March 2011- Complete March 2013 

·  Includes available 6 month extension to contract period of performance allowed 
   without contract modification

·  Creates added risk
– Contractor adding deployment team - now 5 deployment teams - 5 sites would/could
   be down simultaneously 

·  Ten-day site install increases importance of coverage by contiguous sites

·  Close coordination among sites/regions/contractor is critical

·  NPI team managing with reps from OOS (Tim Crum), AF (Ricky Keil), & 

   FAA (Dennis Roofe)
Dual Polarization Ops Training
• WSR-88D Dual Pol Operations Course:  All NWS Forecasters – Meteorologists, 
   Hydrologists, CSWUs; 2000 students, Two 12-hour courses, Simulations
• Dual Pol Education and Outreach:  First responders, Broadcast Mets, HMTs, 
   Emergency Managers, Other Public Stakeholders; 10,000 students, Two 20-minute  

   modules, Web-based training
Dual Polarization Contract

·  Exercised contract option 2B 

·  Runs April 28-September 23

·  Schedule slip significantly reduced cost of Option 2A

·  Contract requires Government to pay only for deliverables

·  L3 has prepared new payment schedule in line with new project schedule


·  Option Year 3 starts on September 24, 2010

·  Utilize results of June Ops Assessment to inform Option Year 3 decision

Dual Polarization Risks

·  Inadequate DOC funding to complete program

·  Coordinating with NOOA/NWS management on mitigation strategies

·  Current profile is adequate

·  Operational impact because of compressed deployment schedule 

·  Extensive coordination with agencies/sites

·  Pre-deployment coordination with sites

·  Close coordination with contractor during deployment

·  Additional schedule slips further compress deployment schedule

·  Some margin still exists in schedule, but minimal

·  Potential for compressing site deployment time, but can’t compromise quality

·  Contract period-of-performance limits deployment schedule extension

·  Investigate vehicles to complete deployment

·  Contractor will fail to meet operational expectations

·  Initial assessments have been very positive

·  Contractor and Government subject-matter-experts continue to work together to 
   address issues

·  Worst case: Option Year 3 is not exercised

TDWR Data Ingest

·  Fully Deployed

·  Working with ROC to finalize program management responsibility transfer

·  Intent is to continue OS&T Development activity following the RPG process model

·  Utility in expanding the external radar interface model to other platforms (e.g., Canada, 
   Mexico, TV radars)

NPI in the Future

·  Complete Dual Polarization

·  Last major NEXRAD Product Improvement

·  Immediate positive operational benefit with dual pol data serving as foundation for 
   future improvements 

·  DOC Direction eliminates Science and PM FY10 and out

·  Coordinate with NWS CFO to sustain science improvement & PM   thru FY11. 

·  FY12 DOC funding submission for Strategic Investment  

·  Exploit/Integrate Dual Pol data for further improvements

·  Oversampling and whitening

·  TDWR SPG Improvements

·  Develop/implement interfaces to other public/private Wx radars

·  Exploration of economical approach to address radar coverage gaps 
>> Discussion/Comments:  Mark Fresch – How did the Corporate Board react to the Dual Pol brief?  Don Berchoff – overall it was well received and there was no real objections to this idea.  Mark Paese – It is a definite improvement for warnings and forecasts. << 
(3c) NETWORX AIR FORCE NETWORX OPUP DIGITAL COMMUNICATIONS UPDATE [Informational]

Mr. Ricky Keil, AFWA, presented an update on digital communications.  The following topic points were covered:
NETWORX UPDATE

• Formal testing (integration) on-going

• Managed Network Services under DISA NETWORX affords built-in long term support 
   capabilities on a per-circuit basis  

– DISA will start disseminating electronic service orders (TSRs, TSOs, etc.) 
   NEXRAD-wide as early as mid-May 10  

– ROC is working with tri-agency partners to maximize these capabilities by “pre-
   registering” NEXRAD POCs in parallel with the new service ramp-up activities

– Per DISA requirements: new service destined for the RPG requires that at least one 
   WSR-88D maintenance POC as an addressee

• Beta (a.k.a. qualification) testing scheduled 
– Initial AF deployment August 10 – March 11

– Transitions current dedicated RPG – OPUP circuits to digital

• Deployment in conjunction with OPUP Build 12, HW/SW Tech Refresh

• Secondary deployment: March – April 11

– Former dial-up radars will be transitioned to digital

– Requires ROC efforts to create and test a “WAN OTR” (Wide Area Network One 
   Time Request) type of capability - Planned OPUP 12.x release

– Enables Large/Medium OPUPs to reach non-dedicated radars

– OPUPs able to retrieve/display Super Resolution products

(3d) AIR FORCE RADAR DATA DISTRIBUTION ARCHITECTURE [Informational]

Mr. Ricky Keil, AFWA, presented a vision of how the new system or systems of systems can use WSR-88D Level II and Level III to produce products on AF display systems. The following topic points were covered:

CURRENT CAPABILITIES

• OPUP is Primary AF and USMC system for display/ interrogation

– OPUP is a Platform IT system which only connects with WSR-88D’s, no current
   interaction with any other weather system

– AF researching/pursuing options to quickly replace OPUP while still meeting stated     requirements 

– USMC (formally) exiting OPUP program effective 1 Oct 2010

• USMC currently testing Weather Systems International (WSI) to replace OPUP

• Exit is pending successful USMC OPS testing 

• JAAWIN (Web Service) & Operational Weather Squadron Production System – II     

   (OPS-II): AF display capabilities for Level III products from NOAAPort

• Some units using 3rd party vendor capabilities such as Gibson Ridge and WeatherTap

FUTURE AF SYSTEMS

• JOINT ENVIRONMENTAL TOOLKIT (JET) primary AF system

– JET includes components that have radar display capability:  IPS Meteostar LEADS 

   5.4; Integrated Data Viewer (IDV) part of JET release in Summer 2010

– Currently relies on NOAAPort for Level III Product feed

– IDV may be able to utilize Level II data to build additional products

• JET Increment 2, expected in Fall 2011

– Includes LEADS 5.5 with additional radar display capabilities

• Air Force Weather-Web Services (AFW-WEBS) replacement for portions of JAAWIN 
   & OPS-II

LIMITATIONS OF FUTURE SYSTEMS 

• NOAAPort currently provides 33 products

• AF currently not receiving Level II data feed into AFWA/OWSs

• NWS collects Level II data; AF and FAA is at Recombined (Legacy) resolution; NWS 
   is at Super Resolution - NWS Plans to collect CONUS DoD at Super Resolution; NWS 
   does not collect AF OCONUS data (Korea collected, but not real-time)

• AF OCONUS radars do not contribute Level III products into the Radar Products 
   Central Collection and Dissemination System

• Neither JET nor AFW-WEBS will have capability to display or interrogate AF 
   OCONUS NEXRAD products based on current concept of operations - OPUP only 
   display/interrogation system capable with current communications infrastructure

>> Discussion/Comments:  Don Berchoff – Will you be moving to a different paradign for overseas radars?  Tony Leute – The Air Force has a portable Doppler radar program that is still in qualification phase – use for tactical weather radar at OCONUS sites. <<
CHALLENGES

• Test LEADS 5.4, IDV, and LEADS 5.5

– Determine if they meet radar display/interrogation requirements for AF

– Verify Level II capability and what algorithms are used

• Collect Level II and III at AF OCONUS sites

– Establish architecture to collect & DB @ NGDC & RPCCDS, respectively

• ROC Engineering provided answers to preliminary questions

• Address cost requirements and technical challenges

• Develop a Level II data feed to AFWA/OWS’s

– If future AF systems have capability to ingest/process/display

4. OLD BUSINESS

NPMC 08-02.1:  The ROC will investigate developing simulations to demonstrate wind farm interference impacts on WSR-88D data and user missions. 
Opened (10/1/08) The ROC is representing weather radars in the DHS-sponsored RFI and planned RFP to develop Radar and Wind Turbine Interaction Model software.  There will be a meeting at the FAA in Oklahoma City on May 13-15, 2009 to work on the planned RFP.  The progress status from this meeting and project is to be presented at the next NPMC meeting. (4/30/09)  The SOW for the DHS-sponsored project has been completed.  The RFP is expected to be released in October 2009.  In addition, the ROC is working to complete another intended portion of this action item - demonstrate the impact of wind turbine clutter on forecaster severe weather warning operations. (9/17/09)  The RFP for the DHS project closed on 2/18 and the proposals are being reviewed.  The decision on the contract award is targeted for June.  Closed (4/29/10) 
5. NEW BUSINESS
NPMC 10-01.1:  During discussion regarding potential future Service Life Extension Program (SLEP) for NEXRAD, Mr. Jim Pritchard described a DOD-funded SLEP program for FAA's Long-Range Radars called "Common ASR, or CASR".  He suggested NWS might be interested in learning more about this program and how it might offer the opportunity to obtain supplemental weather information from CASR systems to fill existing coverage gaps.  Mr. Richard Vogt will contact Mr. Pritchard to learn more about the CASR program, and report back to the NPMC.  

Opened (04/29/10)  
6. NEXT MEETING
	The proposed date for the next NPMC Meeting is Thursday, September 16, 2010, in Norman, OK.   Please mark your calendars.
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