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1.0 Introduction
Many WFO Hydrologic Forecast System (WHFS) applications compute precipitation totals.  It is one of the prime considerations used in forecasting river stage. It is also a key indicator of flash flood potential.

The WHFS applications which ingest and process precipitation reports need to have consistent algorithms for tallying precipitation accumulator (PC) and precipitation actual increment (PP) quantities.  The PP and PC data also must be stored in the Integrated Hydrologic Forecast System (IHFS) database in such a way as to avoid performance bottlenecks, especially in those applications which must compute precipitation amounts on the fly for many stations over long intervals of time.

Given these requirements, a collection of applications and utilities provide the aggregate functions necessary for a precipitation processing system.  The applications which provide the bulk of these functions are the SHEF decoder (i.e. ShefDecode) and the Gage Precipitation Processor (i.e. GagePP).  Together with the utility functions used by other programs, this system can perform the following:
1) Segregates PC, PP, and non PC/PP reports into separate IHFS database tables, speeding up precipitation queries.  This is actually performed by the SHEFdecoder. 
2) Assigns PC and PP reports occurring near the top of the hour, and PP reports occurring near synoptic 6-hour and 24-hour intervals, into discrete slots in specially designated database tables.  This grouping of data into multi-value per row sets reduces the number of records which need to be retrieved from the database when totaling precipitation amounts.  The Multisensor Precipitation Estimator (MPE) suite of applications can then easily read and process data from these tables. 

3) Provides generic PC and PP processing algorithms which can be used by all applications which need to obtain amounts derived for a given duration, and then provide the precipitation totals to applications for display and possible editing.
Additionally, the Gage Precipitation Preprocessor can perform the following functions:
1) Store 6 hour PP amounts (PPQ) into the new 6 hour slots in the HourlyPP table.

2) Store 24 hour PP amounts (PPP and PPD) into the new DailyPP table.

The GagePP ensures that MPE has the most up-to-date 1 hour gage data at all times.  It also ensures that the most up-to-date 6 and 24 hour gage data are available as well which will support enhanced MPE gage QC tools starting in AWIPS Release 7.2.
The storage of precipitation data into tables in which each record holds 24 one hour precipitation amounts will decrease database retrieval times, because fewer records will need to be retrieved to get precipitation data for a given range of hours. 
This document will discuss how GagePP operates.  It will discuss the flow of data and the directories where these data are stored.  It then presents the schema of the database tables used by GagePP followed by a brief tutorial on reading the GagePP log files.
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Figure 1 The Gage Precipitation Processing System
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Figure 2 GagePP HourlyPP/HourlyPC Hour Slot Value Replacement Decision Tree
2.0 Operation Overview
Precipitation data are stored in two formats, processed and unprocessed.  
The processed data are stored in the HourlyPP, HourlyPC and DailyPP tables.  The HourlyPP and HourlyPC tables store top of the hour PPH and PCI data.  The HourlyPP table also stores PPQ which fall within a specified window around the synoptic 6Z times (00z, 06z, 12z, and 18z). The DailyPP table stores 24 hour PP reports (PPD, PPP) which fall within a specified window around 12z. 

The unprocessed precipitation data are stored in the RawPC, RawPP, CurPC, CurPP, and RawPother tables.

Figure 1 shows the components in the Gage Precipitation Processing System.  The ShefDecoder is a persistent application that decodes the constant stream of incoming SHEF-format product files and posts the data into the IHFS database. In regards to precipitation data, the ShefDecoder has two responsibilities. It posts data directly into the RawPC, RawPP, CurPC, CurPP, and RawPother IHFS tables.  It also produces the majority of the load files which the Gage Precipitation Processor (GagePP) reads to populate the HourlyPP, HourlyPC and DailyPP tables.  
2.1 PP and PC Processing for the HourlyPP, HourlyPC and DailyPP Tables
In order for the Shef Decoder to produce the precip load files which GagePP requires, certain criteria must be met.  First, the gage_pp_enable token must be set to “ON”.  If this token is set to OFF, then no data will be written to the HourlyPC, HourlyPP or DailyPP tables.  Second, if the “precipitation processing” switch that is specified in the IngestFilter database tables for the given location, physical element, duration, type-source, and extremum currently being processed is set to “F”, then the particular data report will not be forwarded.  

Otherwise, each record in the load file represents one of the following:

1. A top of the hour PCI or PPH (1001) report

2. A 6 hour PPQ (1006) report

3. A 24 hour PPD (2001) or PPP (5004) report

Like ShefDecoder, GagePP is also a persistent process.  It is always running and periodically checks for new load files.  When a load file is found, GagePP attempts to store each PC or PP value it reads from this file into the correct hour slot in a record in the HourlyPC or HourlyPP table or as a 24 hour precipitation record in the DailyPP table.
The 1 hour, 6 hour and 24 hour precipitation processing proceeds as follows:

2.1.1 Gathering and Storing Top-of-the-Hour Reports
To determine whether a PP or a PC report can be considered as top of the hour (TOH), ShefDecoder makes use of three tokens: intpc, intlppp and intuppp.  If the obstime of a PCI report falls within +/- intpc (interval for PC) minutes of the TOH, then it is considered to be a top of the hour report and written to the load file.  Similarly, if the obstime of a PPH report falls within –intlppp or +intuppp (lower and upper period interval for PP, respectively) minutes of the TOH, then it is considered to be a TOH report and written to the load file.

The records in these tables are uniquely distinguished from each other by a key composed of the location identifier (LID), physical element (PE), typesource (TS), and obsdate which describe the record’s hourly precipitation data for the day.  If the hour slot is empty, then the value is stored in the hour slot.  If there is already a value in the hour slot, then GagePP needs to determine if the existing value should be overwritten with the new value.   Figure 2 shows the decision tree that GagePP follows to determine this.
2.1.1.1 Minute Offset and Hourly QC Values
Each record in the HourlyPC and HourlyPP tables contains a minute_offset and a hourly_qc field.  These fields are strings of 24 characters.  Each character in the minute_offset and hourly_qc fields contains a TOH minute offset code and a SHEF quality code, respectively, for a value in one of the (24) 1-hour slots. For example, the first character of the minute_offset and hourly_qc fields contain the minute offset and SHEF quality code respectively for the precipitation value stored in the hour1 field.
The minute offset codes may be any of the following as shown in Table 1:

Table 1 Minute Offset Codes and Corresponding Minute Offset Values
	Offset Code 
	Positive Offset
(Minutes)
	Offset Code
	Negative Offset
(Minutes)

	0
	0
	0
	0

	A
	1
	a
	-1

	B
	2
	b
	-2

	C
	3
	c
	-3

	D
	4
	d
	-4

	E
	5
	e
	-5

	F
	6
	f
	-6

	G
	7
	g
	-7

	H
	8
	h
	-8

	I
	9
	i
	-9

	J
	10
	j
	-10

	K
	11
	k
	-11

	L
	12
	l
	-12

	M
	13
	m
	-13

	N
	14
	n
	-14

	O
	15
	o
	-15

	P
	16
	p
	-16

	Q
	17
	q
	-17

	R
	18
	r
	-18

	S
	19
	s
	-19

	T
	20
	t
	-20

	U
	21
	u
	-21

	V
	22
	v
	-22

	W
	23
	w
	-23

	X
	24
	x
	-24

	Y
	25
	y
	-25

	Z
	26
	z
	-26

	[
	27
	}
	-27

	\
	28
	|
	-28

	]
	29
	{
	-29

	^
	30
	
	


The SHEF quality code character is taken directly from the original PP or PC report.  The quality code character can be manipulated by MPE Editor and MPE fieldgen as shown in Table 2:
Table 2 Modified Shef QC codes for PP and PC data.

	QC Code
	Description

	C
	The precipitation value has failed the MPE spatial consistency check.

	F
	Flagged

	L
	The precipitation value has failed the MPE multisensor check.

	M
	The precipitation value has been manually edited.

	T
	The precipitation value has been time disagged.

	Z
	No QC has been performed.


When determining whether or not to replace a value in an hour slot with a newly received one, the QC field is checked first.  Manually edited values are not overwritten.  If the report has not been manually edited, then the minute offset value is used to determine which of the two values, the old or the new is closest to the top of the hour as shown in Figure 2.
2.1.2 Gathering and Storing 6-Hour Reports

The HourlyPP table has additional fields to store the 6 hour PP reports and their associated offset and QC codes.  These are for 6 hour PP reports which fall at or close to the 6 hour synoptic times 00z, 06z, 12z, or 18z.
To determine whether a 6 hour PP report can be stored in the HourlyPP table, GagePP makes use of the intppq token.  This token defines the number of hours before or after the top of a 6 hour synoptic time within which the obstime of the 6 hour PP report must fall in order for it to be stored in the 6 hour slot in the HourlyPP table.  6 hour reports which fall outside of this window are not inserted into the HourlyPP table.
Like the top of the hour PP and PC values stored in the HourlyPP and HourlyPC tables, an offset code is stored with each 6 hour precipitation report which indicates the minute offset of the observation time of the 6 hour report relative to the synoptic 6 hour time.  In the case of the 6 hour reports, the offset is in 10 minute increments.  Table 3 shows the offset codes the corresponding minute offsets for the 6 hour reports.
Table 3  Offset Codes and Offset Values for 6 Hour Precipitation Amounts
	Offset Code 
	Positive Offset

(Minutes)
	Offset Code
	Negative Offset

(Minutes)

	0
	0
	0
	0

	A
	10
	a
	-10

	B
	20
	b
	-20

	C
	30
	c
	-30

	D
	40
	d
	-40

	E
	50
	e
	-50

	F
	60
	f
	-60

	G
	70
	g
	-70

	H
	80
	h
	-80

	I
	90
	i
	-90

	J
	100
	j
	-100

	K
	110
	k
	-110

	L
	120
	l
	-120

	M
	130
	m
	-130

	N
	140
	n
	-140

	O
	150
	o
	-150

	P
	160
	p
	-160

	Q
	170
	q
	-170

	R
	180
	r
	-180

	S
	190
	s
	-190

	T
	200
	t
	-200

	U
	210
	u
	-210

	V
	220
	v
	-220

	W
	230
	w
	-230

	X
	240
	x
	-240

	Y
	250
	y
	-250

	Z
	260
	z
	-260

	[
	270
	}
	-270

	\
	280
	|
	-280

	]
	290
	{
	-290

	^
	300
	
	


Also like the top of the hour PP and PC reports, a QC code is stored with each 6 hour value.  This code is from the original 6 hour precipitation report.  As of AWIPS Release 7.1, the 6 hour values cannot be manually edited or time disagg-ed and the multi-sensor and spatial QC checks cannot be applied to them.
2.1.3 Raw PP and PC Processing

In addition to populating the load files with TOH PP and PC data, the ShefDecoder stores all the PC and PP reports it receives into the RawPC and RawPP tables, respectively.  It also stores any non PC/PP precipitation reports into the RawPother table.  The CurPC and CurPP tables contain the most recent few days of the data from the RawPC and RawPP tables.    The Cur tables exist to allow for quicker retrieval of recent precipitation data.  The retention period for the CurXX and RawXX tables is defined via the Hydrobase Data Purge Parameters interface. Db_purge uses these retention times to purge these tables.
2.2 Read/Write APIs

APIs are provided for reading and writing data in the Hourly and Raw precipitation tables.  APIs are also provided for computing precipitation totals based on the Hourly and Raw precipitation tables. These APIs will help ensure that the same general precipitation totaling algorithms are used by all WHFS applications. 
3.0 Application Control
The operation of GagePP is controlled through several application configurable tokens and start and stop scripts.  
3.1 Application Configurable Tokens
The default values of the tokens are listed after the token name.

db_name  -  hd_ob6empty

The name of the IHFS database to read from.

gage_pp_data - /awips/hydroapps/precip_proc/local/data/gpp_input

Contains the directory to which the ShefDecoder writes the files containing top of the hour PP and PC data.   GagePP processes these files and loads the results in the HourlyPP and HourlyPC tables.
gage_pp_enable – ON
Indicates whether the gage precipitation processor is ON or OFF.  ShefDecoder uses this value to determine if it needs to write top of hour precipitation files to the GagePP data directory.  GagePP cannot be started unless this token is set to ON.

gage_pp_host – ds
Indicates the workstation gage_pp must be started and stopped on. 

gage_pp_userid – oper

The id of the user allowed to start and stop GagePP.

gage_pp_log – /awips/hydroapps/precip_proc/local/data/log/gage_pp
The directory containing the GagePP daily log files.  The format of the name of a log file is gage_pp_log_MMDD, where MM is the month and DD is the day.
gage_pp_sleep  - 10
The number of seconds GagePP sleeps between subsequent checks of the GagePP data directory for new precipitation files to process.  The smallest allowable value is 10 seconds.
intlppp – 2
Although this token was originally intended to be used to define a time window in hours for finding acceptable PPP (24 hour) precipitation reports, GagePP uses it for 1 hour PP reports.  If the obstime of a PP report falls within intlppp minutes before the top of the hour, then it is considered as a top of the hour report.
intppq – 2
If the observation time of a 6 hour PP observation falls within +/- intppq hours around the top of a synoptic 6-hour time (00z, 06z, 12z, 18z) then it is stored in the appropriate 6 hour slot in the HourlPP table.  Otherwise, the report is not used.
intuppp – 2

Although this token was originally intended to be used to define a time window in hours for finding acceptable PPP (24 hour) precipitation reports, GagePP uses it for 1 hour PP reports.  If the obstime of a PP report falls within intuppp minutes after the top of the hour, then it is considered as a top of the hour report.

intpc - 10

Defines a window of +/- intpc minutes centered on the top of the hour.  If the obstime of a PC report falls within this time window, then it is used in determining a top of hour PC precipitation amount and stored into appropriate hour slot in the HourlyPC table.
ppp_ppd_7am_local_window – 3

Defines a window of +/- ppp_ppd_7am_local_window hours around 7 AM local time.  If the user has requested a 24 hour precipitation accumulation and the ending time of this accumulation interval is within +/- ppp_ppd_7am_local_window hours of 7AM local, then late and early arriving 5004 (PPP) and 2001 (PPD) reports will be used if their observation time is also within +/- ppp_ppd_7am_local_window hours of 7 AM local.
sum_pc_reports – NO

Controls how PC-based precipitation totals are computed.
A PC based precipitation total can be computed by either summing the PC reports over the accumulation interval or by subtracting the PC report closest to the beginning of the accumulation interval from the PC report closest to the end of the accumulation interval.
By default, PC-based precipitation totals are arrived at by subtracting the two PC reports closest to the end times of the accumulation interval.  If the user wants PC precipitation totals to be computed from the sum of the PC reports during the accumulation interval, then this token should be set to YES.
shef_duplicate – IF_DIFFERENT
Dictates how to process reports with duplicate LIDs, PEs, TSs, and Obsdates.  It may have the following values:


ALWAYS_OVERWRITE – Always overwrite the existing precipitation value 
with the new value.

USE_REVCODE – Overwrite the existing precipitation value if the new value’s 
revision flag is set.

IF_DIFFERENT – Overwrite the existing value if it is different than the new 
value.

IF_DIFFERENT_OR_REVCODE – Overwrite the existing value if it is different 
than the new value or if the new value’s revision flag is set.
3.2 GagePP Scripts
start_gage_pp script

The start_gage_pp script starts the gage_pp process.  It is located in /awips/hydroapps/precip_proc/bin.  In order for GagePP to be started the following conditions must be met:
1. There must not already be a GagePP process running.

2. The user’s id must match the id specified by the gage_pp_userid token.

3. The user must be on the computer specified by the gage_pp_host token.
4. The gage_pp_enable token must be set to “ON”.
stop_gage_pp_script
The stop_gage_pp script stops the gage_pp_process.  It is located in /awips/hydroapps/precip_proc/bin.  In order for GagePP to be stopped, the following conditions must be met:

1. There must be a running GagePP process.

2. The user’s id must match the id specified by the gage_pp_userid token.

3. The user must be on the computer specified by the gage_pp_host token.

4.0 Directories
The GagePP program uses the following directories to process products and write log files:

4.1 GagePP Bin Directory

/awips/hydroapps/precip_proc/bin
The start_gage_pp and stop_gage_pp scripts and the gage_pp.LX executable are located here.
4.2 GagePP Data Input Directory

/awips/hydroapps/precip_proc/local/data/gpp_input

This directory contains the files generated by ShefDecoder containing the top of hour (TOH) PC and PP reports.   GagePP reads these files and stores the results in the HourlyPC and HourlyPP tables.
This directory also contains the gage_pp_pid.dat file.  This file contains the process id of the last GagePP process to be started.  It is checked by the start and the stop scripts to see if there is already a GagePP process running.
When the stop_gage_pp script is run, the GagePP stop file is placed in this directory.  GagePP periodically checks for the existence of this file.  If the file exists, GagePP shuts down.  The stop_gage_pp file is removed by the start_gage_pp script.
The files.list file is used by GagePP to keep track of which files in the directory are precipitation data files and which are not.
4.3 GagePP Log Directory

/awips/hydroapps/precip_proc/local/data/log/gage_pp

The GagePP daily log files are placed in this directory.   The names of the log files are as follows:
gage_pp_log_MMDD

where MM is the month and DD is the day that the log file pertains to.
5.0 Database Schema
The schema for the single value per row raw data tables (RawPC, RawPother, and RawPP), the single value per row current data tables (CurPC, CurPP), and the “slotted” tables (DailyPP, HourlyPC, HourlyPP) are presented below.  Bold face items are primary keys.  
5.1 RawPC

lid             
varchar(8) not null

pe              
varchar(2) not null

dur             
smallint not null

ts              
varchar(2) not null

extremum        
varchar(1) not null

obstime         
TIMESTAMP not null

value           
FLOAT8

shef_qual_code  
varchar(1)

quality_code    
integer

revision        
smallint

product_id      
varchar(10)

producttime     
TIMESTAMP

postingtime     
TIMESTAMP

5.2 RawPother

lid             
varchar(8) not null

pe              
varchar(2) not null

dur             
smallint not null

ts              
varchar(2) not null

extremum        
varchar(1) not null

obstime         
TIMESTAMP not null

value           
FLOAT8

shef_qual_code  
varchar(1)

quality_code    
integer

revision        
smallint

product_id      
varchar(10)

producttime     
TIMESTAMP

postingtime     
TIMESTAMP

5.3 RawPP

lid             
varchar(8) not null

pe              
varchar(2) not null

dur             
smallint  not null

ts              
varchar(2) not null

extremum        
varchar(1) not null

obstime         
TIMESTAMP not null 

value           
FLOAT8

shef_qual_code  
varchar(1)

quality_code    
integer

revision        
smallint

product_id      
varchar(10)

producttime     
TIMESTAMP

postingtime     
TIMESTAMP

5.4 CurPC

lid             
varchar(8)  not NULL
pe              
varchar(2) not NULL
dur             
smallint not NULL
ts              
varchar(2) not NULL
extremum        
varchar(1) not NULL
obstime         
TIMESTAMP not NULL
value           
FLOAT8
shef_qual_code  
varchar(1)

quality_code    
integer

revision        
smallint

product_id      
varchar(10)

producttime     
TIMESTAMP
postingtime     
TIMESTAMP
5.5 CurPP

lid             
varchar(8) not NULL
pe              
varchar(2) not NULL
dur             
smallint not NULL
ts              
varchar(2) not NULL
extremum        
varchar(1) not NULL
obstime         
TIMESTAMP not NULL
value           
FLOAT8
shef_qual_code  
varchar(1)

quality_code    
integer

revision        
smallint

product_id      
varchar(10)

producttime     
TIMESTAMP
postingtime     
TIMESTAMP
5.6 DailyPP
lid


varchar(8) not NULL

ts


varchar(2) not NULL

obstime

TIMESTAMP not NULL

value


FLOAT8

qc 


varchar(2)

postingtime

TIMESTAMP





5.7 HourlyPC

lid               varchar(8) not null
ts                varchar(2) not null
obsdate
 
date not null
minute_offset     varchar(24)

hourly_qc         varchar(24)

hour1             smallint

hour2             smallint

…


…

…


…

hour24            smallint

5.8 HourlyPP

lid               char(8) not null
ts                char(2) not null
obsdate

date not null
minute_offset     varchar(24)

hourly_qc         varchar(24)

hour1             smallint

hour2             smallint

…


…

…


…

hour24            smallint

sixhr06

smallint

sixhr12

smallint

sixhr18

smallint

sixhr24

smallint

sixhrqc

varchar(4)

sixhroffset

varchar(4)

6.0 Log File Interpretation
Below is an example of the type of information that can be found in GagePP log files:

======================================================================
Starting gage_pp.LX as oper at 20:48:24 UTC on Mon Jan 30 2006 on dx1-nhdr

======================================================================
db_name: hd_ob7ounx

gage_pp_sleep: 10 secs

shef_duplicate : IF_DIFFERENT (only process duplicate reports if their values are different)
intpc:
10 minutes

intlppp:
2 minutes

intuppp:
2 minutes

intppq:
2.0 hours
data dir: /awips/hydroapps/precip_proc/local/data/gpp_input

stopfile name: /awips/hydroapps/precip_proc/local/data/gpp_input/stop_gage_pp

Process id of this gage pp run = 17655

--------------------

Processing file KWOHRRSOUN.0130.113347; at 2006-01-30 11:48:25

   GSPO2 PC 0 RG 2006-01-30: Updated record; Inserted 1 

   GSVT2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

   CARO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

   AVAO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

Total vals, keys, secs: 4, 4, 0.168

Done processing file at 2006-01-30 11:48:25

--------------------

Processing file KWOHRRSOUN.0130.114211; at 2006-01-30 11:48:25

   HRPK1 PC 0 RG 2006-01-30: Inserted record; Inserted 4   

   LHMO2 PC 0 RG 2006-01-30: Updated record; Inserted 2 Replaced 2  

   CRLO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

   BKDO2 PC 0 RG 2006-01-30: Ignored record; Ignored 1

Total vals, keys, secs: 10, 4, 0.119

Done processing file at 2006-01-30 11:48:25
--------------------
Processing file KWOHRRSOUN.0130.120011; at 2006-01-30 12:00:15
   NMNO2 PP 1006 RZ 2006-01-30: Inserted record; Inserted 1

Total vals, keys, secs: 1, 1, 0.024

Done processing file at 2006-01-30 12:00:15
--------------------
Processing file KWOHRRSOUN.0130.120020; at 2006-01-30 12:00:25
   STOT2 PP 2001 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

   JAYT2 PP 2001 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1
Total vals, keys, secs: 2, 2, 0.004

Done processing file at 2006-01-30 12:00:26
--------------------
Processing file KWOHRRSOUN.0130.120520; at 2006-01-30 12:05:25
   DRCO2 PP 5004 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

   CRMO2 PP 5004 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

Total vals, keys, secs: 2, 2, 0.003
Done processing file at 2006-01-30 12:05:26
Stopfile /awips/hydroapps/precip_proc/local/data/gpp_input/stop_gage_pp found

...shutting down
This log shows information about GagePP and the top of the hour PC and PP precipitation data it has processed. 
At the beginning of the file, this block of information, 

======================================================================
Starting gage_pp.LX as oper at 20:48:24 UTC on Mon Jan 30 2006 on dx1-nhdr

======================================================================
indicates when the GagePP executable was started, which operating system it was started on (Linux), which user started it (oper) and which system it was started on (dx1-nhdr).
Following this, the block of information,
db_name: hd_ob6ounx

gage_pp_sleep: 10 secs

shef_duplicate : IF_DIFFERENT (only process duplicate reports if their values are different)
intpc:
10 minutes

intlppp:
2 minutes

intuppp:
2 minutes

intppq:
2.0 hours
data dir: /awips/hydroapps/precip_proc/local/data/gpp_input

stopfile name: /awips/hydroapps/precip_proc/local/data/gpp_input/stop_gage_pp

Process id of this gage pp run = 17655

lists the values of the tokens used by the GagePP program.  These tokens include, db_name, gage_pp_sleep, shef_duplicate, intpc, intlppp, intuppp, intppq, and gage_pp_data (data dir).  This output also shows the name of the stopfile GagePP will look for to know if it should stop execution.  Finally, the process id (pid) of GagePP is logged.
When GagePP processes a file containing PP and PC data, it logs the following information (Note that the line numbers are for reference and are not actually shown in the log message file):
--------------------

(1) 
Processing file KWOHRRSOUN.0130.113347; at 2006-01-30 11:48:25

(2)  
   GSPO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

(3) 
   GSVT2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

(4)
   CARO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

(5)
   AVAO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

(6) 
Total vals, keys, secs: 4, 4, 0.168

(7) 
Done processing file at 2006-01-30 11:48:25

Line 1 indicates the name of the top of hour PC/PP load file being processed and at what time the file is being processed.  Each file will contain one of more records for one or more LID, PE, TS, and Obsdate combinations.  A particular LID, PE, TS, Obsdate combination is known as a key.  It denotes a unique record in the HourlyPC and HourlyPP tables.
Line 2 shows the value of one such key where the LID = “GSPO2”, PE = “PC”,   DUR= “0”, TS=”RG”, and Obsdate=”2006-01-30”.  Line 2 also indicates that an Update was performed.  Since this is PC data, this means that there was already a record in the HourlyPC table for the key GSPO2, PC, RG, 2006-01-30.  Line 3 indicates that one new hourly slot value was inserted into this record.
Lines 2, 3, 4, and 5 indicate the unique LID, PE, TS, and Obsdate keys processed in this file.  There were four.   Each key had only one value associated with it.  Each key processed resulted in one updated record in the HourlyPC table.  For each updated record, one new hour slot was filled.

Line 6 indicates the total number of values and keys processed and the total amount of time (in seconds) needed to process this file.

Line 7 indicates the time at which the processing of the file was completed.

As another example from the log file, consider the log output when file KWOHRRSOUN.0130.114211 is processed (again the line numbers are for reference purposes and do not appear in the log file):
(1) 
Processing file KWOHRRSOUN.0130.114211; at 2006-01-30 11:48:25

(2)
  HRPK1 PC 0 RG 2006-01-30: Inserted record; Inserted 4  

(3)
  LHMO2 PC 0 RG 2006-01-30: Updated record; Inserted 2 Replaced 2  

(4)
  CRLO2 PC 0 RG 2006-01-30: Updated record; Inserted 1  

(5)
  BKDO2 PC 0 RG 2006-01-30: Ignored record; Ignored 1

(6)
Total vals, keys, secs: 10, 4, 0.119

(7) 
Done processing file at 2006-01-30 11:48:25

Line 1 indicates the name of the top-of-hour PC/PP data file being read and the time processing started on it.

Lines 2, 3, 4, and 5 indicate that there were four unique data keys processed in this file:

HRPK1 PC 0 RG 2006-01-30
LHMO2 PC 0 RG 2006-01-30
CRLO2 PC 0 RG 2006-01-30
BKDO2 PC 0 RG 2006-01-30
Line 2 indicates that there was no existing record in the HourlyPC table for that key. So an Insert was done.   It also indicates that 4 hourly values were inserted into this new record.

Line 3 indicates that there was an existing record in the HourlyPC table for that key so an Update was performed.  Is also indicates that of the 4 values being written to that record, two represented new hourly values.  For the other 2 hourly values, there were existing values already in those hour slots in that record in the HourlyPC table.  These existing values were replaced.
Line 5 indicates that no Insert or Update was performed for that key.  The 1 hourly precip value was ignored.   This could be because the record for this key already existed in the HourlyPC table and the value for the hour slot being processed also existed.  The existing value may not have been replaced because it was closer to the top of the hour than the value read from the PC/PP file.
The log file also shows an example of a six hour precipitation observation being processed and stored in the HourlyPP table:

(1)Processing file KWOHRRSOUN.0130.120011; at 2006-01-30 12:00:15

(2)   NMNO2 PP 1006 RZ 2006-01-30: Inserted record; Inserted 1

(3)Total vals, keys, secs: 1, 1, 0.024

(4)Done processing file at 2006-01-30 12:00:15

Line 1 indicates the name of the load file being processed and at what time the file is being processed.
For the 6 hour precipitation observation, line 2 shows the LID = “NMNO2”, PE = “PP”,   DUR= “1006”, TS=”RZ”, and Obsdate=”2006-01-30”.  Line 2 also indicates that an insert was performed. 
Line 3 indicates the total number of values and keys processed and the total amount of time (in seconds) needed to process this file.

Line 4 indicates the time at which the processing of the file was completed.

The log file shows an example of two 24 hour reports being processed.  One is a 24 hour PP observation (2001).  The other is an observation taken by a cooperative observer which has a duration of 5004.  The duration of a 5004 PPP report is determined by subtracting 7 AM local time from its observation time.  Since cooperative reports may arrive early or late, a time window is build around 7 AM local time so that 5004 reports which do arrive early or late are still treated as 24 hour reports.  The number of hours in this time window is controlled by the ppp_ppd_local_7am_window apps defaults token.
The observation time of 24-hour 5004 and 2001 observations also must fall within a given number of hours of 12z to be inserted in the DailyPP table.  This number of hours is also given by the ppp_ppd_local_7am_window token.  If the observation time of the 23 hour report is not within +/- ppp_ppd_local_7am_window hours of 12z, then the report is not stored in the DailyPP table.
(1)Processing file KWOHRRSOUN.0130.120020; at 2006-01-30 12:00:25
(2)   STOT2 PP 2001 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

(3)   JAYT2 PP 2001 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

(4) Total vals, keys, secs: 2, 2, 0.004

(5) Done processing file at 2006-01-30 12:00:26

(6) --------------------
(7) Processing file KWOHRRSOUN.0130.120520; at 2006-01-30 12:05:25
(8)   DRCO2 PP 5004 RZ 2006-01-30 12:00:00: Inserted record; Inserted 1

(9)   CRMO2 PP 5004 RZ 2006-01-30 11:00:00: Inserted record; Inserted 1

(10)Total vals, keys, secs: 2, 2, 0.003

Line 1 indicates the name of the load file being processed and at what time the file is being processed.

For the 24 hour precipitation observation, line 2 shows the LID = “STOT2”, PE = “PP”,   DUR= “2001”, TS=”RZ”, and Obstime = “2006-01-30 12:00:00”.  The observation time of this report is ‘2006-01-30 12:00:00’.  This time is located within the window around 12z defined by the ppp_ppd_local_7am_window token. This value is inserted into the DailyPP table. 
Line 3 shows that a 24 hour precipitation observation from JAYT2 was also inserted into the DailyPP table.

Line 4 indicates the total number of values and keys processed and the total amount of time (in seconds) needed to process this file.

Line 5 indicates the time at which the processing of the file was completed.

Line 7 indicates the name of the load file being processed and at what time the file is being processed.

Line 8 shows that a precipitation report with a LID=”DRCO2”, PE=”PP”, DUR=”5004”, TS=”RZ”, and Obstime = “2006-01-30 12:00:00” is being processed.  The observation time of this report is located within the window around local 7am and 12z defined by the ppp_ppd_local_7am_window token.  Line 8 indicates that an insert was performed and that one record was inserted into the DailyPP table.
Line 9 shows that a 5004 precipitation report was received for station CRMO2.  The observation time of this report is ‘2006-01-30 11:00:00’.  This time is located within the window around local 7 am and 12z defined by the ppp_ppd_local_7am_window token. This value is inserted into the DailyPP table.

The last line in this log file excerpt:

Stopfile /awips/hydroapps/precip_proc/local/data/gpp_input/stop_gage_pp found

...shutting down

Indicates that the stop_gage_pp script was run.  This created the stop_gage_pp file in the gage_pp_data directory.    The GagePP program periodically checks for this file.  If it finds it, it knows that it must shutdown.   It logs the above message indicating that it found the stop_gage_pp file and stopped.
7.0 Precipitation Processing APIs

Note that in AWIPS Release 7.1, the precipitation totaling routines do not use the 6 hour values in the HourlyPP table or the 24 hours in the DailyPP table.

A set of “C” functions are available to process precipitation read and write requests.  These are:


get_total_hourly_precip ( … )


get_total_raw_precip ( … )

The arguments, settings and return values of these routines are outlined below.

7.1 Precipitation Settings

The raw and hourly precipitation totaling routines are controlled by a calling argument named “settings”.  It contains the true/false flags which control how the precipitation totals are computed.  These flags are:
PRECIP_NOACCUM:   Do not add PP reports to arrive at a precipitation total for an accumulation interval.  PP precipitation totals can only be derived from reports whose duration matches the accumulation interval.
The PP precipitation algorithm always tries to first find a PP report whose duration matches the user-specified accumulation interval.   The ending_time_match argument of the get_total_raw_precip routine determines the criteria for an exact match.  An exact PP match always requires that the duration of the PP report matches the accumulation interval.  The ending_time_match argument controls how close the obstime of the PP report needs to come to matching the ending time of the accumulation interval.  The three possibilities are:

EXACT_ENDINGTIME_MATCH:  The obstime of the PP report must match the 
ending time of the accumulation interval.


LATEST_ENDINGTIME_MATCH:
 In a list of PP reports ordered by

descending obstime and duration, the first PP report whose duration matches the

accumulation interval will be used.


CLOSEST_ENDINGTIME_MATCH:  In a list of PP reports ordered by 
descending obstime and duration, the PP report whose duration matches the 
accumulation interval and and whose obstime is closest to the endtime of the 
accumulation interval will be used.

REPORT_MISSING_BELOW_MIN_PERCENT:
Sometimes there is not enough PC or PP data to produce a precipitation total for the entire user-specified time interval.  The precipitation processing routines determine the percentage of the interval which the computed precipitation total covers.  If this flag is set, then the user can specify the minimum acceptable percentage below which the precipitation total will be set to missing.  If this flag is set, then this minimum percentage must be specified through the min_percent calling argument.  A min_percent of 1.0 is 100% while a min_percent of 0.25 is 25%.

The following three settings, PRECIP_PE_BEST,  PRECIP_PP, and PRECIP_PC are mutually exclusive.  Only one of the three may be chosen:

PRECIP_PE_BEST:
Often two precipitation totals will be computed for a given 
station, one for the PC PE and one for the PP PE.  If this flag is set, then the 
precipitation total which yields the best coverage of the accumulation time 
interval is chosen.  If the coverages are equal, then the PP value is chosen over the 
PC value.


PRECIP_PP:   When PC and PP based precipitation totals are computed for a 
station, this flag indicates that the PP value should be used.  If only a PC based 
precipitation total is computed for a station, then it is used.


PRECIP_PC:  When PC and PP based precipitation totals are computed for a 
station, this flag indicates that the PC value should be used.  If only a PP based 
precipitation total is computed for a station, then it is used.

PRECIP_TS_BEST:  Often PC and PP reports are reported for more than one typesource (TS) for a given station.  This flag specifies that a PC or PP precipitation total is chosen from the TS that produces the best coverage of the accumulation interval.

PRECIP_TS_RANK:  Often PC and PP reports are reported for more than one typesource (TS) for a given location.  This flag indicates that the precipitation total for the highest ranked TS should be used.  The rank of a PEDTSEP is determined from the rank field in its entry in the IHFS database IngestFilter table. A rank of 1 is the highest.

Flags are set in the settings argument through the use of the Bitwise OR operator.  For example, if the user wants a precipitation total for the PE and TS which produces the best precipitation coverage for the accumulation interval, then settings would be equal to PRECIP_TS_BEST | PRECIP_PE_BEST.

A call to the get_total_hourly_precip and get_total_raw_precip routines produce a rainfall total for one station.  It is necessary to repetitively call these routines to compute precipitation totals for multiple stations.  These routines will automatically advance the PC and PP data pointers to the group of reports corresponding to a new station if the user sets the advance calling argument to “1”.  This enables efficient use of colooping.  That is, repetitive calls to this routine will produce precipitation totals for each station in the PC and PP tables, one station per call.  All the caller of this routine needs to do is test for when there is no more PC and PP data left to process.
7.2 Precipitation Totals

Precipitation totals are returned in the struct total_precip structure:

struct total_precip {

char lid [ LOC_LID_LEN + 1 ] ;

char PE [ SHEF_PE_LEN + 1 ] ;

char TS [ SHEF_TS_LEN + 1 ] ;

float value ;

short int summed_flag ;

short int hours_covered ;

float percent_filled ;

char value_indicator ;

char qc ;

data_err_struct err;

short int reported_missing;

time_t match_time;      

   }

typedef struct

{

   int negval ;

   int negdiff ;

   int largediff ;

} data_err_struct ;
The lid field gives the id of the station the precipitation total pertains to.

The PE field gives the physical element the precipitation total was derived from.

The TS field gives the typesource the precipitation total was derived from.

The value field gives the precipitation total.

The summed flag indicates if the precipitation total is the result of summing individual PP reports.  ‘1’ means the total is the result of summing reports; ‘0’ means that the total is from a single PP report whose duration matched the accumulation interval (an exact match).
The hours_covered indicates the number of hours in the accumulation interval covered by valid precipitation data.

The percent_filled field indicates the percentage of the accumulation interval covered by valid precipitation data.

The qc field indicates the quality code character associated with the precipitation total.

The data_err_struct contains three error fields.  Negval indicates that a negative precipitation amount was encountered.  Negdiff indicates that a negative precipitation total was found.  Largediff indicates that an excessively large precipitation total has been encountered.

The reported missing flag set to ‘1’ indicates that the missing precipitation total is the result of a reported missing precipitation amount.  If it is set to ‘0’, then the missing precipitation total is the result of there being no precipitation reports to compute a total from.
If the precipitation total is the result of an exact match, the match_time member contains the obstime of the PP report which produced the exact match.

7.3 Computing Hourly Precipitation Totals

The get_total_hourly_precip routine
The get_total_hourly_precip routine produces a precipitation total for a single station based on precipitation data read supplied from the HourlyPC and HourlyPP tables in the IHFS database.  The caller of this routine is responsible for supplying the HourlyPC and HourlyPP data.  The settings described in Section 7.1 of this document control how the final precipitation total is derived from multiple PEs and TSs.  They also control how much missing data is acceptable.

The accumulation interval is specified by an ending time and a number of hours. This routine will report the percentage of the accumulation interval covered by valid precipitation data. It also offers the ability to coloop.  That is, this routine can automatically advance to the next station or TS group to be processed. 
struct total_precip get_total_hourly_precip ( HourlyPC ** pHourlyPCptr ,                                                                            






HourlyPP ** pHourlyPPptr, 







time_t ending_time ,








short int num_hours ,








float min_percent ,








unsigned char settings ,








short int advance ,








int * pc_records ,








int * pp_records   ) 

Argument definitions

pHourlyPCptr
A pointer to a pointer to a node in a linked list of HourlyPC structures.  The calling program is responsible for retrieving the HourlyPC data from the HourlyPC table before this routine is called.  This data MUST be ordered by LID ascending, TS ascending, and Obsdate ascending.  The user may also use the load_PC_hourly( ) routine to read data from the HourlyPC table.  If a NULL value is supplied for this argument, then the precipitation total will be based only on PP reports.
pHourlyPPptr
A pointer to a pointer to a node in a linked list of HourlyPP structures.  The calling routine is responsible for retrieving the HourlyPP data from the HourlyPP table.  This data MUST be ordered by LID ascending, TS ascending, and Obsdate ascending.  The user may also use the load_PP_hourly( ) routine to read data from the HourlyPP table.  If a NULL value is supplied for this argument, then the precipitation total will be based only on PC reports.
ending_time
The ending time, in UNIX ticks, of the accumulation interval.

num_hours
The number of hours in the accumulation interval.

min_percent
The accumulation interval must be covered by this minimum percentage of data in order to be accepted.  This only applies when the REPORT_MISSING_BELOW_MIN_PERCENT flag is used.
settings
The flags which control how precipitation totals are computed.  These are:


REPORT_MISSING_BELOW_MIN_PERCENT


PRECIP_PE_BEST


PRECIP_PP


PRECIP_PC

 
PRECIP_TS_BEST


PRECIP_TS_RANK

advance
Advance the pHourlyPCptr and pHourlyPPptr pointers after the precipitation total is computed.  This enables colooping with the calling routine.

pc_records
The number of pc_records processed.
pp_records 
The number of pp_records processed.

7.4 Retrieving Raw Precipitation Totals

The get_total_raw_precip routine.

The get_total_raw_precip routine produces a precipitation total for a single station based on data supplied from the RawPP and RawPC tables in the IHFS database.  The caller of this routine is responsible for supplying the RawPP and RawPC data.  The settings described in Section 7.1 of this document control how the final precipitation total is derived from multiple PEs and TSs.  They also control how much missing data is acceptable.
The accumulation interval is specified by a starting time and an ending time.  This routine will report the percentage of the accumulation interval covered by valid precipitation data.  If the calling routine wants an exact match, then a precipitation total will be computed only if there is a single precipitation report whose duration matches the accumulation interval. This routine also offers the ability to coloop.  That is, it can automatically advance to the next station or TS group to be processed.

struct total_precip get_total_raw_precip ( RawPC ** pRawPCptr ,
RawPP ** pRawPPptr ,







time_t starting_time,

                                    time_t ending_time ,







short int ending_time_match,






float min_percent ,







unsigned char settings ,







short int advance ,







int * pc_records ,







int * pp_records   ) 

Arguments

pRawPCptr
A pointer to a pointer to a node in a linked list of RawPC structures.  The user is responsible for retrieving the RawPC data from the RawPC table.  This data MUST be ordered by LID ascending, TS ascending, and Obstime descending.  The user may also use the load_PC_raw( ) routine to read data from the RawPC table.

pRawPPptr
A pointer to a pointer to a node in a linked list of RawPP structures.  The user is responsible for retrieving the RawPP data from the RawPP table.  This data MUST be ordered by LID ascending, TS ascending, Dur descending, and Obstime descending.  The user may also use the load_PP_raw( ) routine to read data from the RawPP table.

starting_time
The starting time, in UNIX ticks, of the accumulation interval.

ending_time
The ending time, in UNIX ticks, of the accumulation interval.

ending_time match      For a PP report whose duration matches the accumulation interval,  this controls how closely the PP report’s obstime must match the interval’s endtime.   The three possible values are:



LATEST_ENDINGTIME_MATCH: The value of the first PP report found whose duration matches the accumulation interval is chosen as the exact match.  Since the list of PP reports is ordered by obstime descending, this PP report will be the latest match.



EXACT_ENDINGTIME_MATCH:  A PP report is considered an exact match if and only if its duration matches the accumulation interval and its obstime matches the ending time of the interval.


CLOSEST_ENDINGTIME_MATCH:  The PP report whose duration matches the accumulation interval and whose obstime is the closest to the ending time of the interval is chosen as the exact match.

min_percent
The accumulation interval must be covered by this minimum percentage of data in order to be accepted.  This only applies when the REPORT_MISSING_BELOW_MIN_PERCENT flag is used.

settings
The flags which control how precipitation totals are computed.  These are:


REPORT_MISSING_BELOW_MIN_PERCENT

                                    PRECIP_EXACT_MATCH


PRECIP_PE_BEST


PRECIP_PP


PRECIP_PC

 
PRECIP_TS_BEST


PRECIP_TS_RANK

advance
Advance the pRawPCptr and pRawPPptr pointers after the precipitation total is computed.  This enables colooping with the calling routine.

pc_records
The number of pc_records processed.

pp_records 
The number of pp_records processed.

8.0 Precipitation Totaling Algorithms
The following precipitation totaling algorithms are the ones employed by the get_total_hourly_precip and get_total_raw_precip routines.  For precipitation totals based on hourly data, the Hourly PC and Hourly PP totaling algorithms are used.  For precipitation totals based on raw  data, the Raw PC and Raw PP totaling algorithms are used.
8.1 Hourly PC Total Precipitation Algorithm

This is the algorithm for computing a total precipitation amount from hourly PC data.  The precipitation total is computed over a user-specified duration of time. The precipitation total is computed for one LID, TS combination. 

Note that for PC-based precipitation totals, the duration is not considered. The duration of a PC measurement is assumed to be zero, even though non-zero durations are sometimes reported for PC measurements.

The user should specify a top of the hour ending duration time.  If the ending time is not top of the hour, then the minutes are checked.  If the minutes are greater than 30, then the ending time is set to the top of the next hour. If the minutes are smaller than 30, then the ending time is set to the top of the current hour.

The Algorithm in Brief:

There is one algorithm for producing hourly PC-based precipitation totals.  It computes PC totals by subtracting two PC observations.  The valid PC observation nearest to the beginning of the accumulation interval is subtracted from the valid PC observation nearest to the end of the accumulation interval.  Only PC reports contained within the accumulation interval are considered.  PC reports whose obstimes fall outside of the accumulation interval are not used.
The Algorithm in Detail:

What the user supplies:

Hourly PC Data List: 
A linked list of HourlyPC structures read from the                  HourlyPC table.  The list must be ordered by LID ascending, TS ascending, and Obsdate ascending. The user passes a pointer to the first LID, TS report in the group of LID, TS reports to be used in computing the total for a specific LID.
Ending Time:         

The ending time of the user specified duration of time.

Duration:            
The number of hours in the user specified accumulation interval.

Num LID/TS Records:  
The number of records of data for the given LID/TS                     combination.
What the alogrithm returns to the user:

Precip Total:        

The precipitation total in inches.
Seconds Covered:     
The number of seconds of the user-specified accumulation interval covered by the PC computed rainfall total.

PC Quality Code:     
The quality code of the ending PC value used in the computation of the precipitation total. 

1) Check for data in the HourlyPC Data List.

2) If there are no HourlyPC data, then return a missing precipitation total, a seconds covered of zero and a PC qc of 'Z'.

3) Get the ending date (YYYY-MM-DD) and hour from the user supplied ending time.

4) If the ending time is not top of the hour and the number of minutes is greater than 30, then increment the ending hour by 1.

5) If the ending hour is 0, then set the end hour to 24 and subtract one day from the ending date.

6) Determine the starting date and hour by subtracting the user-specified accumulation interval duration from the ending time.
7) Find the starting HourlyPC record.  This is the record whose obsdate either matches the starting date or whose obsdate is more recent than the starting date. If obsdate of the starting HourlyPC record is more recent than the starting date, then set the starting hour to 0. 
8) If the starting HourlyPC record cannot be found, return a precipitation total of missing, a seconds covered of zero, and a PC qc of 'Z'.

9) Find the ending HourlyPC record.  This is the record whose obsdate either matches the ending date or whose obsdate precedes the ending date. If the obsdate is older than the ending date then set the ending hour to 24.

10) Find the starting PC value to use in computing the precipitation total.

11 ) Loop A:

12) Look in the hour slot in the starting HourlyPC record corresponding to the starting hour.  If it has a non missing value and the value is not NULL and the qc code is not 'B' and the qc code is not 'R', then use the value as the starting value.  Exit Loop A.  

13) Else, increment the starting hour.  If the starting hour is greater than 24, then set the starting hour to 0 and get the next HourlyPC record in the Hourly PC Data List.

14) If the end of the HourlyPC list has been reached or if the starting obsdate and hour equals the ending obsdate and hour, then return a missing precip total, a seconds covered of 0, and a qc of 'Z'.

        15) Else, continue Loop A.

16) End Loop A:

17) If no starting value could be found, then return a missing precip total, a seconds covered of 0, and a qc of 'Z'.

18) Find the ending PC value to use in computing the precipitation total.

19) Loop B: 

20) Look in the hour slot in the ending HourlyPC record corresponding to the ending hour.  If it has a non missing value and the value is not NULL and the qc code is not 'B' and the qc code is not 'R', then use the value as the ending value.

21) Else, decrement the ending hour by one.  If the ending hour is smaller than 0, then set the ending hour to 24.  Retrieve the previous Hourly PC record from the Hourly PC Data List.

22) If the ending date and ending hour is equal to the starting date and starting hour, then return a missing precip total, a seconds covered of 0, and a qc of 'Z'.

        23) Else, continue loop B.

24) End Loop B

25) If an ending precip total could not be found, then return a missing precip total, a second covered of 0, and a qc of 'Z'.

26) Else, the starting and ending PC values have been found.

27) Subtract the starting PC value from the ending value and divide it by 100 to get a precipitation total in inches.

28) Compute the number of seconds between the starting date and hour of the beginning PC report and the ending date and hour of the ending PC report.  This is the seconds covered by PC data.

29) Return total, seconds covered and qc of the end PC value to the user.
End of Algorithm.
8.2 Hourly PP Total Precipitation Algorithm

This is an algorithm for computing a total precipitation amount from hourly PP data.  The precipitation total is computed over a user-specified range of hours.  The precipitation total is computed for one LID, TS combination.

The user should specify a top of the hour ending duration time.  If the ending time is not top of the hour, then the minutes are checked.  If the minutes are greater than 30, then the ending time is set to the top of the next hour.  If the minutes are smaller than 30, then the ending time is set to the top of the current hour.

What the User Supplies:

Hourly PP Data List: 
A linked list of HourlyPP structures read from the HourlyPP table.  The list must be ordered by ascending LID, TS, and obsdate.
Ending Time:         

The ending time of the accumulation interval.
Duration:            

The number of hours in the accumulation interval.
Num LID/TS Records:  
A precipitation total is produced for only one LID/TS                     combination.  This is the number of HourlyPP records for this particular LID/TS combination.
What the Algorithm Returns to the User:

Precip Total:         
The total HourlyPP based precipitation amount.

Seconds Covered:      
The number of seconds in the user-specified accumulation interval covered by the PP reports.

PP QC:                
The QC code of the last PP report to go into the

                      

precipitation total. 

The Brief Algorithm:

The PP total is computed by adding all of the available hourly PP values within the accumulation interval specified by the user.

The Detailed Algorithm:

1) Check to see if any HourlyPP data were supplied to this routine.  If not, then return a total precipitation value of missing and seconds covered of 0.

2) Create an integer array with a number of elements equal to the number of minutes in the user specified duration (num_hours * 60).  This is the minutes array.

3) Determine if the ending time is exactly at the top of the hour.  If it is not and the number of minutes is greater than 30, then set the ending time so that it is the top of the next hour.

4) Compute the starting time.  This is done by subtracting the user-specified accumulation duration from the ending time.

5) Determine the indices corresponding to the starting and ending times in the minutes array:  starting_index = 60, ending_index = number of minutes in the user specified accumulation interval.
6) Loop A:  Start the minutes array index at starting_index.  Loop while the number of records processed is smaller than the number of LID/TS records specified by the user AND the minute array index is smaller than or equal to the end hour index.  For each subsequent iteration add 60 minutes to the minutes array index.
 
7) Add the number of minutes represented by the minutes array index to the starting time and convert it into a year to day precipitation retrieval date (YYYY-MM-DD).

8) Get the hour of the new starting time.

9) If the hour of the new starting_time is 0 then set the hour to 24 and subtract one day from the starting date.

10) Loop B:  While the number of records processed is smaller than the number of LID/TS records specified by the user:
11) If the date of the HourlyPP record being processed is equal to the precipitation retrieval date, then

12) Get the precipitation value from the hour slot corresponding to the hour being processed.

13) If the value is not NULL and the value is greater than or equal to 0 and the shef code is not 'B' and the shef code is not 'R', then

                  


14) If the total is missing, set the total to the PP value. 
Else, add the PP value to the total.

15) Fill in the minutes in the minutes array corresponding to the 1 hour duration covered by the PP value.           

           


16) End If 

17) Else if the date of the HourlyPP record being processed is earlier than the precipitation retrieval date, then retrieve the next HourlyPP record to process. Continue Loop B.

18) Else the date of the HourlyPP record being processed is later than the precipitation retrieval date. Continue with Loop A.

19) End Loop B
20) End Loop A

21) Compute the seconds covered from the minutes array.

22) If the total is not missing, then divide it by 100 to make it a value in inches.

End of Algoriothm.
8.3 Raw PC Total Precipitation Algorithm
Algorithm for computing a total precipitation amount from raw PC data stored in the CurPC or RawPC tables.
The precipitation total is computed over a user-specified duration of time.
The precipitation total is computed for one LID, TS combination.

Note that for PC-based precipitation totals, the duration is not considered.  The duration of a PC measurement is zero, even though non-zero durations are sometimes reported for PC measurements.

What the user supplies:

Raw PC Data List:      
A linked list of RawPC structures read either from the RawPC or CurPC tables.  This data must be ordered by LID ascending, TS ascending, and Obstime ascending.  The user passes a pointer to the first LID, TS report in the group of LID, TS reports to be used in computing the precipitation total.

Starting Time:         
The starting time of the interval over which to accumulate precipitation.

Ending Time:           
The ending time of the interval over which to accumulate precipitation.

Num Records:           
The number of RawPC records which belong to the LID/TS combination being processed.

What the Algorithm Returns:

Precipitation Total:

The total amount of precipitation in inches.

Seconds Covered:       

The number of seconds of the user supplied interval

                       


covered by precipitation reports.

The Algorithm in Brief:
There are two algorithms for producing Raw PC based precipitation totals.  The first produces a total by subtracting the value of the valid PC report closest to the starting time from the value of the valid PC report closest to the ending time of the accumulation interval.  Only PC reports inclusively contained within the accumulation interval are considered.

The second algorithm computes PC totals by adding up the PC increments over each consecutive hour in the accumulation interval.  Only PC reports contained within the accumulation interval are considerd.  PC reports whose obstimes fall outside of the accumulation interval are not used.

The setting of the sum_pc_reports token controls which PC algorithm is used.  If this token is set to “YES”, then the Raw PC total is arrived at by summing PC increments.  If the token is set to “NO’, then the Raw PC total is arrived at by taking the difference of the PC reports closest to the accumulation interval end times.
Detailed Algorithm For sum_pc_reports Set To “YES”
1) Check to see if RawPC data has been supplied.  If not, then return a precipitation total of missing and a seconds covered of 0.

2) Find the RawPC record which is closest to the starting time of the accumulation interval.  The PC record must have a value greater than or equal to 0, the value cannot be NULL, the shef code must not be 'B', and the shef code must not be 'R'.

3) If a starting PC report cannot be found, then return a total precipitation value of missing and a seconds covered of 0.

4) Find the RawPC record which is closest to the ending time of the accumulation interval.  The PC record must have a value greater than or equal to 0, the value cannot be NULL, the shef code must not be 'B', and the shef code must not be 'R'. 

5) If the starting value is not missing and the ending value is not missing, then the total is the ending PC value minus the beginning PC value.

6) Compute the seconds covered.  This is done by subtracting the time of the beginning PC value from the time of the ending PC value. 

Detailed Algorithm For sum_pc_reports Set To “YES”
1) Check to see if RawPC data has been supplied.  If not, then return a precipitation total of missing and a seconds covered of 0.

2) Find the RawPC record whose obstime is closest to the ending time of the accumulation interval.  The PC record must have a value greater than or equal to 0, the value cannot be NULL, the shef code must not be 'B', and the shef code must not be 'R'.

3) If an ending PC report cannot be found, then return a total precipitation value of missing and a seconds covered of 0.
4) Starting with the ending PC report, walk through each node of the list of PC reports until the PC report whose obstime closest to but greater than or equal to the starting time of the accumulation interval is found.  Sum the increment of each PC report to get the total precipitation amount.  Ignore a PC value if it is greater than the value of the preceding PC report.  Also, keep a running total of the number of seconds covered by the precipitation total.
5)  Return the precipitation total and seconds covered to the user.  
8.4 Raw PP Total Precipitation Algorithm
Algorithm for computing a total precipitation amount from raw PP data stored in the CurPP or RawPP tables.
The precipitation total is computed over a user-specified duration of time.
The precipitation total is computed for one LID,TS combination.
This algorithm makes special provisions for 5004 and 2001 reports to fix a problem where late or early arriving 5004 or 2001 reports would not always be included in 24 hour precipitation summaries ending around 7 AM local time.
The token ppp_ppd_local_7am_window defines the number of hours before or after 7 AM local within which a 5004 or 2001 report will be used for a 24 hour accumulation also ending within +/- ppp_ppd_local_7am_window hours of 7 AM local.  By default this token is set to 3 hours.
What the user supplies:

Raw PP Data List:
A linked list of RawPP structures read either from the RawPP or CurPP tables.  This data must be ordered by LID ascending, TS ascending, Duration descending Obstime descending.  The user passes a pointer to the first LID, TS report in the group of LID, TS reports to be used in computing the total.

Starting Time:
The starting time of the interval over which to accumulate precipitation.

Ending Time:          
The ending time of the interval over which to accumulate precipitation.

Num Records:
The number of RawPP records which belong to the LID/TS combination being processed.
No Accum Flag
Indicates if PP reports should be added to obtain a precipitation total.  That is, is an exact match desired?
Ending Time Match:          
Indicates how closely the obstime of a PP report whose duration matches the accumulation interval must match the ending time of the interval. 
What the algorithm returns:

Total Precipitation: 

The Raw PP Precipitation total.

Match Time:


If an exact match was found, this is the obstime of the PP 




report which produced the match.
Seconds Covered:
The number of seconds in the accumulation interval covered by PP precipitation reports.

Summed Flag:          
Indicates that the precipitation total has been arrived at by summing PP reports (as opposed to a precipitation report arrived at by an exact match).

Detailed Algorithm:

1) Check to make sure that there is RawPP data to process.  If not, then return a precipitation total of missing and a seconds covered of 0.

2) Create an integer array which has the same number of elements as the number of minutes between the starting and ending times.

3) Loop A:  Loop over all of the PP reports for this LID/TS combination.

4) If the PP report is not MISSING and the PP report is not NULL and the SHEF code is not 'B' and the shef code is not 'R', then,

         
5) Convert the SHEF duration code of the report to an interval in seconds. Subtract this interval from the report's obstime to get the start time of the interval covered by the report.

6) Check if an exact match has been found.  Loop over all of the PP reports.  
    If the duration of the PP report matches the duration of the user-specified accumulation interval, then

   
If the Ending Time Match parameter is EXACT_ENDINGTIME_MATCH, then


If the PP obstime matches the endtime of the accumulation 
interval, then



An exact match has been found.  Return the value and the 


PP report obstime.



Else, if this is a 5004 PP report, the duration of this report is 24 
hours, the endtime of this report is within +/- 
ppp_ppd_7am_local_window hours of local 7 AM, the ending time 
of the accumulation interval is within +/- 
ppp_ppd_7am_local_window hours of local 7AM, and the 
accumulation interval is 24 hours, then



An exact match has been found.  Return the value and the 


PP report obstime.

            
Else, if this is a 2001 PP report, the endtime of this report is within 
+/- ppp_ppd_7am_local_window hours of local 7 AM, the ending 
time of the accumulation interval is within +/-
ppp_ppd_7am_local_window hours of local 7 AM based, and the 
accumulation interval is 24 hours, then 



An exact match has been found.  Return the value and the




PP report obstime.


Else, if the Ending Time Match parameter is LATEST_ENDINGTIME_MATCH, then



An exact match has been found.  Return the value and the PP 
report obstime.


Else, if the Ending Time Match parameter is CLOSEST_ENDINGTIME_MATCH, then



If the PP report whose obstime is closest to the ending time of the 
accumulation interval has been found, then return its value and the 
PP report obstime.



Else, note the absolute difference of the obstime and the interval 
ending time and continue looping.

         
7) If an exact match is not found and the user wanted one, then



Return a value of missing and a seconds covered of 0 to the calling 


routine.

             8)   Else, if the user did not specify an exact match, then
9) If the PP report's beginning and ending times are contained inclusively within the beginning and ending times of the accumulation interval, OR if the precip value is 0 and the report's beginning time is contained within the accumulation interval or the report's ending time is contained within the accumulation interval, then
10) Check the slots in the minutes array corresponding to the PP report's interval to see if any other PP report has already provided precipitation information for any part or all of this interval.

11) If the interval has not had any precipitation information written to it, then 

12) If the total is missing then set the total to the value of the precipitation report. Else, add the value to the total precipitation amount.
13) Update the minutes array to reflect the coverage of this PP report.
14) End If

15) End If

16) End If
17) Get the next PP report to process. 

18) End Loop A

19) Return the precipitation total and seconds covered to the user.
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