An Introduction to MC-MC and MC-OC Synchronization
This document is intended to be used as an introduction to the CHPS (Community Hydrologic Prediction Service) Master Controller (MC) to Master Controller Synchronization - as deployed at the thirteen National Weather Service River Forecast Centers.  It is based on documents provide to the Hydrologic Services Division (HSD) by Deltares, particularly Frederik van den Broek & Peter Gijsbers.  
When installation is complete, each River Forecast Center (RFC) will have in place two completely independent client-server systems, each with its own MC, DB, FSS’s, etc.  The first independent system is known as the duty system (MC00/DB00/FSS00/FSS01) and the second system is known as the stand-by system (MC01/DB01/FSS00/FSS01).  Each system consists of a hardware cluster of three task specific servers:

1. Master Contoller Server:  chps1/chps4
2. Database Server:  chps2/chps5
3. Forecasting Shell Server:  chps3/chps6
.

MC-MC Synchronization
In the event that the duty system goes “down” either by controlled “failover mode” or uncontrolled event (such as hardware failure), the stand-by system will execute all properly scheduled tasks.  Below is a list of the steps that need to be taken - followed by a more detailed explanation of these steps – in order to properly set up the MC to MC Synchronization.
1. Set up the first client-server system (e.g., MC00).

2. Set up the second client server system (e.g., MC01).  

a. Please note that this second system is NOT a copy of the first system

b. Especially not the central database, as this will contain MC-specific records.

3. Edit the fews.master.mc.conf files to specify the remote MCs (and restart the MC)

4. Schedule MC-MC synch tasks on each MC.

5.  (Re)Schedule any forecast tasks to run on failover

Steps 1 and 2:  Should already be completed

Step 3:  The section for a remote MC in the fews.master.mc.conf file is already present, but commented out in a single MC setup if the configuratior utility has been used. One can edit this file or alternatively, use the configurator again to generate a new fews.master.mc.conf file.

The following sections should be added:

in the <monitor> section there should be two entries for the remoteproxy MC component:

      <component cptid="RemoteProxy.@@REMOTE_MCID@@" maxsilencetime="60" process="RemoteProxy_@@REMOTE_MCID@@"/> 

      <process name="RemoteProxy_@@REMOTE_MCID@@" classname="nl.wldelft.fews.master.mc.systemmonitor.main.RemoteQueueProxy" jvmargs="-Xmx64M" appargs="@@REMOTE_MCID@@" canstop="true"/> 
At NERFC RFC, three letter id = “TAR”, the @@REMOTE_MCID@@ above should be replaced by the MCID of the remote MC (e.g. TARMC01 for the fews.master.mc.conf file of TARMC00) 

      <component cptid="RemoteProxy.TARMC01" maxsilencetime="60" process="RemoteProxy_TARMC01"/>
      <process name="RemoteProxy_TARMC01" classname="nl.wldelft.fews.master.mc.systemmonitor.main.RemoteQueueProxy" jvmargs="-Xmx64M" appargs="TARMC01" canstop="true"/>
Below the <rollingbarrel> section add the follwing:

<remotemc mcid="@@REMOTE_MCID@@">
      <jndicontext factory="org.jnp.interfaces.NamingContextFactory"
                provider="jnp://@@REMOTE_APP_SERVER@@:1099"

                prefixes="org.jboss.naming:org.jboss.interfaces"/>
      <queueconnection>
         <factory jndi="ConnectionFactory"/>
      </queueconnection>
      <queue>
         <root jndi="@@REMOTE_ROOT_JNDI@@"/>
         <sysmonrequest jndi="External/JMSQueue/SysMonIncoming" timeout="10"/>
         <synchrequest jndi="External/JMSQueue/SynchIncoming" timeout="240"/>
      </queue>
   </remotemc>
Again at NERFC RFC, three letter id = “TAR”, the @@REMOTE_MCID@@ should be replaced by the MCID of the remote MC (e.g. TARMC01 for the fews.master.mc.conf file of TARMC00).

@@REMOTE_APP_SERVER@@ should be replaced by the server name of the server which runs the jboss JMS provider (e.g. chps4-tar).

@@REMOTE_ROOT_JNDI@@ should be replaced with the content of the <queue><root  jndi="…."> element found in the fews.master.mc.conf of the remote MC, e.g. for TARMC00 this will probably be along the lines of  "/nws/NERFC/MC01/"

<remotemc mcid="TARMC01">
      <jndicontext factory="org.jnp.interfaces.NamingContextFactory"
                provider="chps4-tar"

                prefixes="org.jboss.naming:org.jboss.interfaces"/>
      <queueconnection>
         <factory jndi="ConnectionFactory"/>
      </queueconnection>
      <queue>
         <root jndi="/nws/NERFC/MC01"/>
         <sysmonrequest jndi="External/JMSQueue/SysMonIncoming" timeout="10"/>
         <synchrequest jndi="External/JMSQueue/SynchIncoming" timeout="240"/>
      </queue>
   </remotemc>
Step 4: The MC_Synchronisation workflows should be present and automatically mapped by the Admin interface. 
To schedule the MC-MC synch task do the following: 
1. Open the System Administration Interface (AI)

2. Under “Main Menu” click on “Forecast Tasks” and then click on “Scheduled Tasks”
3. The “Scheduled Tasks window will open, now click on “Schedule new task”. 
4. The “Schedule New Task” window will open up.  
5. Click on the “Workflow ID” box and scroll down to “MC_Synchronisation” and click on it.
6. Next click on the “Description” box and type in short entry such as “MC_Synchronisation MC00 pull from MC01 on CHPS1”

7. The default value for repeat time (5 minutes) is OK. 
8. The “Remote MC” should only show one selection at this time.
9. Do NOT change the default “Task Priority” 
10. Careful consideration should be given to the selection of synch levels. The following synch levels are suggested:  0, 1, 2, 4, 5, 6, 7, 11 and 20.  Synch level 30 (Time Series Modifers) is one which each individual RFC will need to consider carefully.
These MC-MC synch tasks should be scheduled on each MC for each remote MC, as the synch task is a “data pull”. So, on a system with 2 MCs each MC will have 1 MC-MC synch tasks scheduled
Step 5: To make use of the failover functionality, only schedule a task on the MC it should normally run on (the owner MC), but tick the box “run on failover” as soon as the appropriate standby MC detects the “owner MC” is down or failed (e.g. all FSSs are down) it will start running the task.  In addition, make sure all the workflow-FSS mappings have been correctly configured on all MCs. This needs to be done on each individual MC via the admin interface.
Difference between task schedule MC00 and MC01 
MC00 has a number of tasks scheduled on a time interval. When a duty MC fails over, this schedule can be continued by the next MC as long as the tasks are priorily scheduled at this MC. Basically, all tasks scheduled for MC00 should also be scheduled for MC01 with the same properties (interval, expiry time, state search etc).

The only difference is that some tasks have to run on failover only, while others have to run independent of the status of the other MC(s). The following table indicates which tasks have to run independently and which tasks have to run on failover.

	Task
	Target
	interval*
	expiry time*
	Schedule on MC00/MC01

	MC_RollingBarrel
	MC
	30 min
	
	yes, independent

	MC_MarkedRecordManager
	MC
	10 min
	
	yes, independent

	Rolling Barrel
	FSS
	24 hour
	
	yes, independent

	Amalgamate
	FSS
	24 hour
	100 days
	yes, independent

	ImportScalar
	FSS
	10 min
	100 days
	yes, independent**

	ImportGrids
	FSS
	30 min
	30 days
	yes, independent**

	Preprocess
	FSS
	10 min
	100 days
	yes, independent**

	RFC_UpdateStates
	FSS
	24 hour
	100 days
	only on MC00, as failover

	RFC_Forecast*
	FSS
	?
	
	only on MC00, as failover, 

	RFC_ESP_Forecast*
	FSS
	?
	
	only on MC00, as failover


*
generic setting, may vary per RFC

**
may also run as failover, but that might add a point of failure

Some remarks on the task schedule

ImportScalar, ImportGrids and Preprocess tasks
These workflows all need to have the same failover settings. Preferably, they are run independently with their own datafeed, since this reduces the risk when one data feed goes down. 

When these workflows are run independently, the MC-MC synchronisation process does not have to include Synchronisation Level 1 data, however, we recommended at this time.

RFC_Forecast and RFC_ESP_Forecast tasks

Each RFC has its own way of dealing with forecasts, scheduled or non-scheduled, by RFC or by forecastgroup. RFCs should decide by themselves if they want a complete copy of their duty schedule. If so, these workflows need to be scheduled as failover.

Failover priorities – to be used at a later date
MC-OC Synchronization and Selection
During initial login, the OC will offer the choice to connect to MC00 (default) or MC01.

To do so, your oc_synchConfig.xml file should specify two MC connections (example Tulsa).

<defaultMcId>TUAMC00</defaultMcId>

<mc id="TUAMC00" name="TUAMC00 @Tulsa">


<jndicontext factory="org.jnp.interfaces.NamingContextFactory"



provider="jnp://chps1-tua:1099"



prefixes="org.jboss.naming:org.jboss.interfaces"/>


<queue>



<root jndi="NWS/ABRFC/MC00/"/>



<synch jndi="External/JMSQueue/OCIncoming" timeout="180"/>


</queue>

</mc>

<mc id="TUAMC01" name="TUAMC01 @Tulsa">


<jndicontext factory="org.jnp.interfaces.NamingContextFactory"



provider="jnp://chps4-tua:1099"



prefixes="org.jboss.naming:org.jboss.interfaces"/>


<queue>



<root jndi="NWS/ABRFC/MC01/"/>



<synch jndi="External/JMSQueue/OCIncoming" timeout="180"/>


</queue>

</mc>

IF you face any connection problems and the MCs are running, check whether your lx-box can connect to the chps boxes and resolved the DNS properly.

During OC-MC Synchronization, the OC or Operator Client, System Monitor will show a number of tabs for monitoring various aspects of the live system.  An overview of the tabs available in an Operator Client when logged into a live system is illustrated below.
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Synchronization Status

The Synchronization Status tab provides the status of all synchronization activities. For each synchronization activity the following information is provided:

· Activity: identifies the synchronisation activity

· Type: single or continuous. A single type activity is only started after certain manual actions

· Frequency: only applicable for continuous synchronisation activities. The frequency is given in minutes.

· Last Synch Time: the date and time the synchronisation activity has last taken place.

· Status: is either empty or shows 'synchronising', meaning that this activity is now synchronising.

· Progress: shows the number of records of the maximum number of records to synchronise. This field is only used for the activity being synchronised.
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Synchronisation Monitor

In the Synchronization Monitor tab the log messages are shown that are generated by the synchronization module. These messages will inform the user of synchronization problems.
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Import Status

The Import Status tab provides information on the files that were last imported. For each import task the file name of the last imported file is shown including the date and time of the import. Also the number of files that were imported in that task are shown, with the number of failed imports.
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This document has presented a short introduction to MC to MC Synchronization and the initial MC to OC Synchronization.  Additional information can be found on the Deltares Wiki.
by:  Randy Rieman

date:  August 1, 2011

