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1. Background

This document describes the implementation of the DailyQC feature into the Multi-sensor Precipitation Estimation (MPE) operations.

DailyQC quality controls 6-hr and 24-hr point precipitation, 6-hr and 24-hr maximum/minimum temperature and 6-hr freezing level data.  It also time distributes 24-hour precipitation gage amounts to 6-hour precipitation gage amounts, increasing the number of 6-hour precipitation gage reports available for subsequent use in the NWSRFS models.  These data are displayed on a map with values color-coded by QC level.  It renders grids for the entire area and derives mean areal precipitation, temperature, and freezing level (i.e. MAP, MAT and MAZ) values for basin areas.  DailyQC reads its point data input and generates its point data output in SHEF format files.
The DailyQC application was originally created at CBRFC as one of the applications in the Mountain Mapper software suite.   Over time, a separate version of DailyQC was developed at NWRFC.  This version was based on the original CBRFC code set.  The NWRFC version added enhancements such as the use of .Apps_defaults tokens and the NWRFC version uses a different algorithm for estimating temperature values.
2. Static Inputs
The DailyQC component of MPE Editor has both static and dynamic inputs.  Static inputs include:

· .Apps_defaults tokens

· PRISM data
· station lists

Dynamic inputs include:

· 6-hr and 24-hr precipitation data

· 6-hr and max/min temperatures

· 6hr freezing level data derived from the RUC80 model
2.1 .Apps_defaults Tokens

This section lists the tokens used by the MPE Editor and MPE FieldGen applications.  The full descriptions of the DailyQC tokens are given in an Appendix.  The tokens controlling directory locations are given first, following by tokens controlling processing.
Log Output Directory Token:

mpe_editor_logs_dir 
Configuration Input Directory Token:

mpe_app_dir 

mpe_station_list_dir 
mpe_gridmask_dir 
mpe_prism_dir 

mpe_misbin_dir 
mpe_climo_dir 

mpe_utiltriangles_dir 
mpe_beamheight_dir 
mpe_config_dir 

Output Directory 

Tokens:

mpe_dir

mpe_gif_dir
mpe_gageqc_dir
DailyQC Precipitation Data Directory Tokens:

mpe_scratch_dir
mpe_precip_data_dir

mpe_bad_precip_dir

mpe_dev_precip_dir

mpe_map_dir

mpe_grid_precip_dir

mpe_point_precip_dir
DailyQC Precipitation Data Directory Tokens:

mpe_temperature_data_dir 

mpe_bad_temperature_dir

mpe_dev_temperature_dir

mpe_mat_dir

mpe_grid_temperature_dir

mpe_point_temperature_dir
DailyQC Precipitation Data Directory Tokens:

mpe_freezing_data_dir

mpe_maz_dir

mpe_grid_freezing_dir

mpe_point_freezing_dir
MPE FieldGen Directory Tokens:

mpe_fieldgen_product_dir

mpe_avgrmosaic_dir 
mpe_bmosaic_dir 
mpe_d2d_files_dir
mpe_polygon_dir  
mpe_gageonly_dir 
mpe_gagetriangles_dir 
mpe_height_dir 
mpe_index_dir 
mpe_lmosaic_dir 
mpe_locbias_dir 
mpe_locspan_dir 
mpe_lsatpre_dir 
mpe_maxrmosaic 
mpe_mlmosaic_dir 
mpe_mmosaic_dir 
mpe_p3lmosaic_dir 
mpe_qpe_dir 
mpe_qpe_gif_dir, 
mpe_qpe_grib_dir 
mpe_qpe_jpeg_dir, 
mpe_qpe_netcdf_dir 
mpe_rmosaic_dir mpe_satpre_dir 
mpe_sat_state_var
mpe_state_var

These tokens control the MPE program operations:



Site Definition Tokens:

mpe_site_id
mpe_area_names


DailyQC Operations Tokens:

mpe_type_source 

mpe_dqc_options

mpe_temperature_window 

mpe_load_hourlypc

mpe_dqc_max_temp_neighbors 

mpe_dqc_max_precip_neighbors.

mpe_dqc_precip_deviation

mpe_dqc_temperatue_deviation

mpe_dqc_min_good_stations

mpe_copy_level2_dqc_to_ihfs_shef

mpe_copy_level2_dqc_to_archive_shef

mpe_dqc_num_days

MPE FieldGen QC Tokens:

mpe_gage_qc 
mpe_sccqc_threshold 
mpe_scc_boxes_failed 
mpe_msc_precip_limit 
MPE FieldGen Grid Generation Tokens:

mpe_qpe_fieldtype 
mpe_generate_list 
mpe_base_radar_mosaic 
mpe_save_gif , mpe_save_jpeg 
mpe_save_netcdf, mpe_save_grib 
mpe_gif_id , mpe_jpeg_id 
mpe_netcdf_id, mpe_grib_id 
st3_date_form 
Map Control Settings Tokens:

mpe_gif_location     

mpe_center_lat, 

mpe_center_lon 
mpe_height_in_pixels , 

mpe_width_in_pixels 
mpe_map_width

mpe_zoom_out_limit, 

mpe_disclosure_limit
mpe_map_projection 
mpe_split_screen

Other Tokens:

mpe_localbias_1hr_rerun 

mpe_del_gage_zeros 
mpe_show_missing_gage 

mpe_d2d_display_grib 

mpe_send_grib 

2.2 PRISM Climatology Data

Monthly mean precipitation and monthly mean maximum/minimum temperature from Parameter Regression on Independent Slopes Model (PRISM) data sets are used by the DailyQC portion of MPE Editor for the standard deviation computations and quality checks and to estimate missing precipitation and temperature values (see Sections 7.1.1, 7.2.1 and Appendices E, F, G).  These files have names of the form

prism_xxx_yyy_zzz_mmm

where

xxx = mean,min,max

yyy = precip,temp

zzz = 3 char site id

mmm = 3 char month id

For example, the mean monthly precipitation and mean monthly maximum/minimum temperature PRISM data for office oun would be stored in file with the following names:

prism_mean_precip_oun_jan

prism_max_temp_oun_jan

prism_min_temp_oun_jan

These files are stored in the directory given by token mpe_prism_dir.  The default location of this directory is
/awips/hydroapps/precip_proc/local/data/app/mpe/prism

PRISM precipitation data are stored in the above files in units of mm.  They are read into DailyQC and converted and stored internally in units of inches.  PRISM temperature data are stored in degrees Fahrenheit.  For PRISM temperature and precipitation grids, the missing value is set to -9999.  PRISM data are currently missing for Mexico.

2.3 Monthly Station Normals

NWRFC inputs monthly station normal values for each station instead of the PRISM data.   NWRFC uses PRISM data to estimate gridded values for grid bins with no associated station  and for new stations lacking monthly normal values.

2.4 Grid Mask Files

The grid mask files are located in the directory given by token mpe_gridmask_dir:
/awips/hydroapps/precip_proc/local/data/app/mpe/grid_masks

The mask files are explained further in the below sections.
2.4.1 HSA Mask
The HSA mask filename follows the format: 
hsa_to_grid_mask_<site_id>, 
where,

site_id is given by token mpe_site_id.
This file defines the HRAP grid bins for which the precipitation, temperature and freezing level grids will be calculated.   It also allows for clipping of the information by HSA assignment.  If the file does not exist, then the grids are calculated for all HRAP bins in the site’s area.  Currently, OHD does not provide any utilities to generate this file.

The purpose of this file is to delineate which grid bins in the MPE grid fall within the office’s area of forecast responsibility.  Because the MPE grid must be sized large enough to contain an office’s area of responsibility and office boundaries are irregularly shaped, portions of the MPE grid may fall outside of the office’s forecast area.  By masking out the portions of the MPE grid outside of the forecast area, gridded precipitation estimates are only created for the forecast area.
The HSA Mask file is an ASCII text file.  It has a header record which contains the following information
gmini gminj gmaxi gmaxj wfo1 wfo2 wfo3 wfo4 … wfo20

· gmini is the national HRAP grid column of the southwest corner of the HSA mask.

· gminj is the national HRAP grid row of the southwest corner of the HSA mask.

· gmaxi is the number of HRAP columns in the HSA mask.

· gmaxj is the number of HRAP rows in the HSA mask.

There can be up to 20 wfo ids (wfo1 to wfo20) after the HRAP information.  From left to right, these WFOs are assigned values from 0 to 19. The remainder of the files contains information on each HRAP grid cell defined in this header.
Each record in the file contains gmaxj (i.e. number rows) numbers.  As per the existing file form, that means that this file data are grouped such that the values in each file record corresponds to a north-south set of grid cells, contrary to typical column-row conventions.    There are gmaxi records in the file. Each number uses a six character wide field for its value.  Each number corresponds to an HRAP cell. It is a value from -1 to 20.  A value of -1 means that the HRAP cell is not used when producing precipitation, temperature or freezing level grids.  A value from 0 to 19 corresponds to a WFO and is used in producing gridded fields.
2.4.2 Basin Mask

The filename follows the format: 
basin_to_grid_<site_id>
 where
 site_id is given by the mpe_site_id token.  

The basin mask file maps HRAP grid bins to basins.  It also keeps track of whether the bin is within the Lower/Middle/Upper/Glacier part of the associated basin, and whether the basin is a 3-hour or 6-hour basin.  
The format of this file is a header followed by a list of HRAP grid bins falling within the basin. For example,

68 3 acju1l FFFZ

302  458  1 2 3

302  459  2 3

302  460  2 3

302  461  3

303  457  2

303  458  2

303  459  2 3

….

The 68 is the number of HRAP grid bins in this basi, identified by “acjul1”.  The 3 is the number of sub basin levels in this basin; as this basin does not have a glacial area.  
A value of ‘H’ or ‘F’ designates whether the basin is 3- or 6-hour, while a respectively in the basin header record).

“FFFZ” indicates that the three sub-basins (i.e. lower, middle, and upper) are sub basins are 6 hour sub-basins.  A value of ‘H’ or ‘F’ designates whether the basin is for 3- or 6-hour data, while a “Z” means the sub-basin is undefined.  Four characters are used for the four sub-basin areas.   Each of the subsequent 68 records gives information about a specific HRAP bin in the basin.  From the above example,
302 458 1 2 3

shows that the HRAP bin at (302,458) is a part of the lower (1), middle (2), and upper (3) sub basin areas.

Currently, OHD does not provide a tool for creating this file. This file is generated by the build_hrap utility written by CBRFC.  If the file does not exist, then MPE Editor will read the basin bin information from the LineSegs table and all basins are assumed to be “Lower” and 6 hourly (“F”).

Note that there is a separate overlay file which contains information for drawing the outline of each basin.  This basin overlay file is a binary rendition of the data contained in the basins.dat file in the /awips/hydroapps/whfs/local/data/geo directory during the generation of the WHFS overlays.  The basin overlay as well as the LineSegs and GeoArea tables in the IHFS database can be updated by running the create_whfs_geodata script in /awips/hydroapps/whfs/bin.
2.5 Station Lists

The MPE Fieldgen and DailyQC applications use a separate set of predetermined station lists.  
For information on the MPE Fieldgen station lists, please refer to the MPE FieldGen System Guide or to the MPE Editor Implementation Guide.  

In DailyQC, the predetermined list of precipitation and temperature stations is a list of stations which will always have 6-hour and 24-hour precipitation values and 6-hour, maximum and minimum temperature values.  Precipitation and temperature values for these stations will either be observed (i.e. parsed and posted via shefdecode) or automatically estimated by DailyQC.
The first time the station list is read, DailyQC automatically generates a list of the closest surrounding stations for each station (30 stations for precipitation, 20 stations for temperature) for use by the DailyQC processing.  The number of surrounding stations is currently hard coded.
DailyQC allows station lists to be broken into sub-areas.  In this case, there is one station list for each sub-area plus a “master” list of all stations.  The master list is the “sum” of all of the sub-area lists, although the master list could have a station not assigned to the sub-area.  It includes the PPH hourly stations at the top of the list for MPE Fieldgen use.  The sub-area lists do not contain PPH information.
2.5.1 Precipitation, Temperature, Freezing Level Stations
The site must provide information for all stations comprising the site’s network of stations.  Each precipitation station in the network will under normal circumstances always have four 6-hour precipitation values and a 24-hr precipitation value defined for it for each day.  Temperature stations will under normal circumstances have daily maximum and minimum temperature values and 6-hour values reported.  The values will be either observed or estimated.  
Note that this network cannot be defined by simply taking all stations from the IngestFilter table which have PPD/PPP/PPQ or TAI data.  Although there may be an entry in the IngestFilter table for a given lid and PEDTSE, data may not currently be getting ingested for it.
The format of the DailyQC station list files is described in the next section.

Freezing Level stations are not actual stations.  They are a set of RUC 80 Model grid points which fall within the office's forecast area, as defined by the rectangular MPE area.
2.5.2 Station List File Format

Lists of PPH, PPD, TA and HZ stations are all placed into one file (PPH station lists are not contained in subarea station lists).  Note that the PPH stations are not used by DailyQC, even though they are in the file; for PPH stations the list associated with MPE FieldGen is used.  Each list is preceded by the number of stations in the list.  An example of the file is given below:

2

BLUO2   PPH1ZZZ   35.00       101.10       400   9 TEST STATION 1

DUDO2   PPH1ZZZ   35.12       101.56       400   9 TEST STATION 2

4

ABQ     PPDRZZZ   35.050000   106.616667   5311  1 ALBUQUERQUE WSFO AP

ACON5   PPDRGZZ   34.716667   107.850000   6450  0 ACOMITA LAKE AT AC

AFMA3   PPDRGZZ   34.315278   112.063333   3434  0 AGUA FRIA - MAYER, 

AFRA3   PPDRGZZ   34.015556   112.167222   1800  0 AGUA FRIA - ROCK SP

1

CHRA3   TAIRZXZ   33.827778   110.855556   3200  0 CHERRY CK - GLOBE

1

Z0398   HZIRZZZ   32.6071     103.8555     0     0  Z0398

There are seven required fields: 
· location identifier
· SHEF parameter code (i.e. PEDTSEP)

· latitude in decimal degrees

· longitude in decimal degrees

· elevation

· tipping/weighing parameter (tipping=0, weighing=1, 9=unknown)

· station name
If there is more than one sensor at a station, resulting in values from more than one type/source code, the precipitation totaling routines account for this situation and select the PE-TS value to use based on the ts_rank field value in the IngestFilter table.  Note that temperature and daily/6-hour precipitation stations cannot have a type in the type/source of “1”.  They must have a type of “R”.

Freezing level data points have the format:

ID    HZIRZZZ    Lat    Lon    Elev    Tip/Weigh    Name

Some notes about these data:
· The ID is arbitrary.  It starts at Z0000 and increments upward: Z0001, Z0002, etc.

· The Lat and Lon come from the NCEP RUC Grid Point Lat/Lon File.

· The Elevation is always 0.

· The Tip/Weigh flag is always 0

· The Name is the same as the ID.

Station information files are located in the directory given by the token mpe_station_list_dir.  This token normally points to the directory
/awips/hydroapps/precip_proc/local/data/app/mpe/station_lists

File names for the station information files are 

<area_id>_station_list

-or-
<subarea_id>_station_list
where areaid = area identifier and subarea_id = subarea identifier.  Sites may have multiple station lists if they quality control based on sub-areas.  The tokens mpe_site_id and mpe_area_names determine how many station list files there are.  There is always at least one station list file for the area_id given by token mpe_site_id token.  There will also be a station list for each sub_area identified in the mpe_area_names token.
Note that if there are subarea station lists defined, each subarea list is expected to contain both precip and temperature station entries.  Note also that the full list of freezing level data points is appended to the master station list and all sub-area lists.

2.5.2.1 Station Lists File Generation
The list of hourly gages used by MPE Fieldgen can be created by running the run_create_mpe_gage_file script.  MPE Fieldgen reads the 1 hour gages from the file, mpe_gage_locations, produced by this script.  In a future release, MPE Fieldgen may be modified to read 1 hour gage information from the DailyQC station list.
1) For the non-hourly stations lists used by DailyQC, the list is created by running the run_create_mpe_station_lists script.  It produces a station list file consisting of four sections: PPH (1 hour gages) - For PPH data, the station list will be generated by taking all station identifiers from the Location table with latitude and longitude defined and where (according to the IngestFilter table) the station has PPH or PC data and the st2_input field is set to “T”.

2) PPD (6,24 hour gages) - For the PPD data, the IHFS database HourlyPP, HourlyPC and DailyPP tables are checked for stations which are currently receiving precipitation data.  

3) TAI (6 hour temperature, max/min temperature gages) - For TAI data, the IHFS database Temperature table is checked for stations currently receiving temperature data.  

4) HZI (freezing level gages) - The freezing level gages are the RUC80 grid points which fall within the office’s MPE forecast area.

The MPE Implementation Guide contains more information about setting up the station lists.

Note: CBRFC uses a program called “candidate” for generating station lists used by DailyQC.  This program checks for the availability of data and also checks for stations which have been set to “bad” by the user.  NWRFC uses a program called read_db for this purpose.

2.5.3 Station Climatology Files
The monthly mean daily max and min temperature values and the mean monthly precip values are stored for each station in a file with the name:
<site_id>_station_climo_list
where <site_id> is the value of the mpe_site_id token.  The directory containing this file is given by the token mpe_climo_dir, which normally id defined as:
/awips/hydroapps/precip_proc/local/data/app/mpe/climo

A sample of the station_climo_list file showing precip and max/min temperature follows:

109
AKRC2 PPMPBCM  0.32  0.31  0.98  1.37  3.23  2.64  2.79  2.01  1.01  0.71  0.54  0.35

ALAA3 PPMRZCM  1.03  1.03  0.95  0.28  0.16  0.06  0.67  1.46  0.92  0.72  0.62  0.69

ALAA3 PPMPBCM  0.83  0.73  0.89  0.30  0.14  0.09  0.73  1.13  0.77  0.56  0.64  0.79

ALCN5 PPMPBCM  0.43  0.39  0.44  0.50  0.74  0.81  1.48  1.96  1.43  0.87  0.68  0.47

ALDA3 PPMPBCM  1.76  1.65  1.92  0.72  0.39  0.28  3.02  3.30  1.91  1.48  1.40  2.27

ALEA3 PPMRZCM  1.24  1.27  1.38  0.38  0.74  0.67  3.03  3.79  2.45  2.36  1.54  1.35

ALEA3 PPMPBCM  1.59  1.48  1.54  0.71  0.63  0.85  3.39  3.76  2.18  1.84  1.40  1.79

ALEC2 PPMRGCM  0.66  1.10  0.68  1.12  0.68  1.12  1.82  1.44  1.42  0.48  0.90  0.62

ALEC2 PPMPBCM  1.72  1.39  1.65  1.38  1.18  1.00  1.61  1.81  1.43  1.32  1.36  1.78

118
APSC2 TAIPBXM 35.09 38.12 42.35 47.95 55.37 66.13 69.40 67.72 62.70 54.17 40.56 36.09

APSC2 TAIPBNM 12.53 15.43 18.55 23.58 31.16 39.55 42.73 42.70 37.03 28.72 18.00 13.64

ARAU1 TAIPBXM 37.59 45.08 52.19 60.80 70.28 81.51 90.48 88.57 78.30 64.10 48.97 38.83

ARAU1 TAIPBNM 18.44 24.16 29.76 36.27 44.58 53.31 61.44 59.76 49.76 38.73 27.86 19.72

ARBC2 TAIPBXM 39.01 45.83 53.45 63.20 72.94 83.88 88.73 85.74 77.91 66.94 52.06 41.16

ARBC2 TAIPBNM 10.44 16.45 23.57 29.82 37.62 45.43 53.41 51.80 43.99 33.72 23.86 14.22

ARCN5 TAIPGXM 38.50 45.00 53.10 62.60 72.90 83.50 89.80 86.50 78.30 67.50 51.60 39.90

ARCN5 TAIPGNM 16.70 21.20 27.70 34.30 43.20 52.50 60.40 58.30 50.50 39.00 28.60 19.60

AROC2 TAIPBXM 28.60 32.50 38.44 45.98 55.48 65.51 70.45 69.50 61.20 48.44 34.00 28.66

AROC2 TAIPBNM  9.71 12.01 15.05 22.61 30.53 38.37 42.94 42.78 35.53 26.17 14.85  9.98

The units of the data in the station climo files are inches (for precip) and degrees F (for temperature).  The station_climo_list file is generated by running the run_create_mpe_climo_list utility described in the Implementation Guide.
2.5.4 HRAP Neighbor List

The HRAP neighbor list is a list of “nearest neighbor” stations to each HRAP grid bin ordered by distance.  It is generated using stations defined in the station list.  Separate neighbor lists are defined for precipitation, temperature and freezing level data.  For precipitation and freezing level data, the neighbor list defines the 30 closest stations.  For temperature data it defines the 20 closest stations.  The neighbor lists are used to calculate estimated values for precipitation and temperature.  They are also used when producing the gridded precipitation and temperature fields.  Note that these distances do not take into account the station’s elevation. 

DailyQC uses a fixed network of stations.  The application expects a value (either estimated or observed) to be defined for each station in the network for each time period.  The pre-calculation and storage of these lists is for later use.
MPE_Editor/DailyQC automatically generates these lists as part of the Level1 processing.  This occurs when updating station lists.  
Unlike DailyQC, MPE Fieldgen cannot take advantage of a pre-computed HRAP gage neighbor list.  This is because there is no guarantee that all the gages will have an observed value every hour. 

The precipitation HRAP neighbor list file is located in the directory given by token mpe_gridmask_dir and normally points to 
/awips/hydroapps/precip_proc/local/data/app/mpe/grid_masks
The filenames for the files containing the surrounding station information for precipitation, temperature and freezing level stations are
precip_neighbor_list_<area_id>
temperature_neighbor_list_<area_id>

freezing_neighbor_list_<area_id>

If the DailyQC station list is modified, these files are recreated by MPE Editor at start up.  The determination of whether the list is modified is performed by comparing the neighbor list with the station list.
2.5.5 Station Label Positions

This file stores the location of the point display label relative to the actual position of the station.  Relative to the station location, the point label may appear in the NE quadrant, the SE quadrant, the SW quadrant, or the NW quadrant.   The label position may be set individually for each station.  In cases where two stations are plotted close together, this enables the user to separate and distinguish the station labels.  Storing the location in a file removes the necessity of repeatedly changing the location of the identifier when changing hours.

The station label file is stored in the directory given by token mpe_station_list_dir token:
/awips/hydroapps/precip_proc/local/data/app/mpe/station_lists.

The name of the file is:

<area_id>_station_list_label_position,

Where area_id is given by token mpe_site_id.  This file is created and subsequently updated by MPE Editor when the user modifies the label position of a station.

3. Dynamic Inputs
DailyQC uses three process levels to describe the type of quality control applied to a value

1) Raw      - no quality control checks applied
2) Level 1 - gross range check applied and passed
3) Level 2 – buddy check (standard deviation check) and consistency checks applied and 


passed

Level 1 data are input to DailyQC.  Raw data failing the range check are not processed by DailyQC.  Level 2 data are generated by DailyQC.  It also is read back into DailyQC if quality control for a day is redone.

Both Level1 and Level2 data 
are written to flat files.  The data in these files is SHEF encoded.  All data values in the files have a data qualifier code associated with them.  Level-1 data are assigned a data qualifier code of “S” (Screened).  Level-2 data have other data qualifier codes associated with them.   These include “E” (estimated), “V” (verified), “L” (time distributed), “Q” (questionable), and “D” (summed).   See Table 10 of SHEF Manual for details concerning the data qualifier codes.
DailyQC  reads and processes the following dynamic data:

· 6-hour and 24-hour precipitation reports

· Daily maximum and minimum temperature values assumed to end at 12z

· Instantaneous (TAI) values at or near 00z, 06z, 12z, 18z

· Freezing level data at 00z, 06z, 12z, 18z

3.1 Precipitation and Temperature Data

For precipitation and temperature data, a preprocessor program generates the Level-1 data for the user-predefined sub-area station lists and the master station list.  Temperature data within a “window” around the 00z, 06z, 12z and 18z times are used. The window is defined by the token “mpe_temperature_window” and defaults to 60 minutes.  See Section 10.1 for details concerning the precipitation and temperature preprocessor.
3.2 Freezing Level Data

Freezing level data are generated by the Rapid Update Cycle (RUC) 80 Model, available to AWIPS sites.  The data files are in netCDF format.  Data values are defined at specific grid points (not stations as for precipitation or temperature) and are assigned a SHEF parameter code of HZIRZZZ.  Units of the data are thousands of feet.
The ruc.tcl preprocessor script runs from the cron every 6 hours to read the latest RUC80 freezing level data.  The data are read from the netCDF file and reformatted into SHEF.  See Section 10.2 for more details concerning the freezing level data preprocessor.
3.3 Bad Station Values
During DailyQC processing, if any precipitation or temperature data values are manually set to bad by the user, then a bad station value file is created.  One bad station value file is created for each day of data processed.  Separate files are created for precipitation values and temperature values.   If a day is re-processed, the previously generated bad station value file is read in.  See Section 4.4 for more details.  Note that the automated DailyQC algorithms set suspicious gage values to questionable, not bad.
3.4 Level-1 Data Range Check

As part of the precipitation and temperature preprocessor operations, a rough range check is performed.  This check is performed on all temperature data and 6-hour precipitation data generated from PC data.  Observed 6-hour precipitation values have the rough range check performed as part of the processing data limits range checking performed by the SHEF Decoder.

Precipitation data values failing the rough range check are not written to the Level-1 data files. Temperature data values failing the rough range check are set to missing and then written to the Level-1 files.

The rough range check threshold values used by the preprocessor are read from the LocDataLimits and DataLimits tables.  Records in these tables can be defined using Hydrobase.
3.5 Input from RFC Archive Database

Inputting data from the RFC Archive Database directly into DailyQC was not implemented in OB7.2.  It may be implemented in a later build.

3.6 SNOTEL Stations

SNOTEL (SNOpack TELemetry) stations have two sensors which provide information about snow pack and the amount of water it contains.  Networks of these gages are prevalent across the mountainous portions of the West where deep snow packs accumulate during the winter and runoff from spring snow melt can result in flooding.

Daily changes in snow water equivalent measured by SNOTEL gages can be substituted for 24- hour precipitation values at locations where the SNOTEL gage and the precipitation gage are collocated.  This requires a file of snow water equivalent changes for each day.  These files must be placed in the directory given by token mpe_point_precip_dir:

/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip/point

The format of the snow water equivalent filename is:

snow_<site_id>_point_<YYYYMMDD>

where,
<site_id> = the office id given by the mpe_site_id token or the sub-area id from the mpe_area_names token

YYYY = the year

MM = the month

DD = the day

An example of the content of this file is as follows:

.A TBPT2   0830  DH12/SWD1M/ 0.25S

.A TLPT2   0830  DH12/SWD1M/ 0.10S

.A TONO2   0830  DH12/SWD1M/ 0.05S

.A TUL     0830  DH12/SWD1M/ 0.01S

The entries in this file are SHEF encoded.

Offices wanting to use snow water equivalent data in MPE Editor/DailyQC must create these snow data files.  OHD currently does not provide an application to produce these files.

4. Outputs

DailyQC outputs the following data:

· point data (in SHEF format)

· gridded data (in ASCII/xmrg file format)

· Mean Areal Precipitation (MAP), Mean Area Temperature (MAT), Mean Areal Freezing (MAZ) data values (SHEF format)
· standard deviation values in ASCII formatted files

· bad station lists in ASCII formatted files
Data is saved to Level-2 files and grids are rendered when the “Save Level2 Data” option is chosen.  In previous DailyQC versions, this option was labeled “Send to Database”.  If the user attempts to quit the DailyQC application without editing all days of DailyQC data or without saving DailyQC data which have been edited, then the user is prompted for editing/saving the datasets.

4.1 Point Data

DailyQC outputs Level-2 processed data in flat files for the following data types:
· Precipitation (point, gridded)
· Temperature (point, gridded)
· Freezing Level (point, gridded)
· MAP (basin areal)
· MAT (basin areal)
· MAZ (basin areal)
One file per day for each of the above data types is generated.  Note that for precipitation, temperature and freezing level, each data value has a SHEF Data Qualifier Code associated with it.   MAP, MAT, and MAZ values are only generated for 6 hour precipitation, temperature and freezing level values, respectively.
Note that the freezing level data is defined at grid points determined by the RUC80 model.  Each grid point is given a unique identifier.  These identifiers are not station identifiers as defined in the IHFS and archive database.  Therefore the freezing level data would not be expected to be posted to the archive database.  

4.1.1 Filenames
The format of the files containing point precipitation, temperature and freezing level data is as follows:

· For regular areas: 
<petype>_<level>_<siteid>_point_<yyyymmdd> 
Example:
precip_2_oun_point_20060409

· For subarea (if mpe_area_names token is defined):  <petype>_<level>_<subareaid>_point_<yyyymmdd>

· For MAP/MAT/MAZ data, filenames are of the form:
ma<X>_<siteid>_yyyymmdd
Example:
map_oun_20060409

where

<petype> = precipitation or temperature or freezing

<level> = processing level = 1 or 2 (for archival, this value will always be 2)

<siteid>  = site identifier

<subareaid> = sub area identifier
<X> = weather element; “p” or “t“ or “z”
4.2 Gridded Data

For precipitation data, the following grids are generated:

· four 6-hourly grids 

· one 24-hour grid

· total of 5 grids per day

For temperature, the following grids are generated:

· four 6-hourly grids

· one daily max temperature grid

· one daily min temperature grid

· total of 6 grids per day

For freezing level, the following grids are generated:

· four 6 hourly grids

· total of 4 grids per day

Total number of grids per day = 15

4.2.1 Filenames
The format of the gridded data filenames are:

· Precipitation:
precip_<siteid>_grid_<obs period>_yyyymmdd

where,

<siteid> is the site or sub area identifier
<obs period> is the period of time over which the precipitation data have been gridded.  It can be:

00_06,    6 hour precipitation from 00z to 06z

06_12,    6 hour precipitation from 06z to 12z

12_18,    6 hour precipitation from 12z to 18z

18_00,    6 hour precipitation from 18z to 00z

12_12,
  24 hour precipitation from 12z to 12z
Example:
precip_oun_grid_06_12_20060409

· Temperature:

temperature_<siteid>_grid_<obshour>_yyyymmdd

temperature_<siteid>_grid_<ext>_yyyymmdd

where,
<siteid> is the site or sub area identifier
<obshour> is 00, 06, 12, 18

<ext> is the extremum which can be ‘max’ or ‘min’
Example:
temperature_oun_grid_06_20060409



temperature_oun_grid_max_20060409

· Freezing level:

freezing_<siteid>_grid_<obshour>_yyyymmdd

where

<siteid> is the site or sub area identifier

<obshour> is 00, 06, 12, 18
Example:
freezing_oun_grid_12_20060409

The gridded data files are written in ASCII format (using format %5d) with a blank space between each value.  There is also an 18 byte header record at the top of each file.

The size of the gridded data files will vary based on the size of the site’s area.  The size of the site’s area is read from the coord_<sitename>.dat file.  For site = OUN (Oklahoma City WFO), the area is 126x115 bins (= 14,490 bins).  This results in each gridded data file for OUN having a size of 86,958 bytes. (approximately 6 bytes/value)

4.3 Standard Deviation Values

Standard deviation values are the threshold numerical values corresponding to the Coarse/Medium/Fine settings selected through the “Point Screening” option on the QC Precipitation Options and QC Temp Options windows.  These values are used by the buddy check.  For each day processed, one standard deviation file for precipitation and one for temperature is created.  The user can change these on a daily basis, although their values do not change often.
Filenames are of the form:

<petype>_<siteid>_stddev_yyyymmdd

where,
<siteid> is the site or sub area identifier

<petype> = precipitation or temperature

Example:
temperature_oun_stdev_20060409

The data file contains the numerical deviation values as follows:

For Temperature (units = degrees F):

Coarse
Medium
Fine

15

10

5

For Precipitation (units = inches): 
Coarse
Medium
Fine

5

3

1

4.4 Bad Station Values
During DailyQC processing, if any precipitation, temperature or SNOTEL data value is set to bad by the user, a bad data value file is created.  One bad data value file is created for each day.  Separate files are created for precipitation values and temperature values. 

Filenames containing bad station values are of the form 

<petype>_<siteid>_bad_yyyymmdd

where,
<siteid> as above

<petype> = precipitation or temperature

Example:
precip_oun_bad_20060409

The format of the data in the files is as follows:

<lid>  <PEDTSEP>  <QC Code Value> <data value>

For example:

SCAP1  PPDRRZZ  3  8.0

5. Database Use

The DailyQC preprocessor for precipitation and temperature data reads the precipitation data from the DailyPP and HourlyPP tables in the IHFS database.  It will also read precipitation data from the HourlyPC table if the mpe_load_hourlypc token is set to “ON”.  The temperature data is read from the Temperature table.  Data values are read from the database and written to a flat file.
5.1 DailyPP Table
The DailyPP table holds the 24-hour Level-1 observed and processed precipitation data.  An office may choose to send Level-2 data back to the database using local scripts.  The processing level is stored in the first character of the type/source code as “1G” for level-1, “2G’ for level-2.

Raw PP data are read by the SHEF Decoder which performs a range check on the values.  This Level-1 processed data is then sent to the GagePP process which posts the records to the DailyPP table.  A window is applied around 12z (and 7AM local time for the case of PPP data values).  This window is defined by the token ppp_ppd_local_7am_window.  DailyQC’s preprocessor reads records from the DailyPP table and writes them to a flat file containing Level-1 point precipitation data for input to Daily QC processing.

Currently, Level-2 data values are not written back to the DailyPP table unless the local office establishes special configurations.  In the future, it is expected that Level-2 processed data will be written back to the DailyPP table via SHEF Decode and GagePP.

The DailyPP table schema is as follows

· lid

station identifier

· ts

type/source (eg.“1G”, “2G”)

· value

value (units = inches)

· obstime
ending time of period

· qc

1 byte QC code defined by Daily QC


· postingtime
needed by ofsde


5.2 HourlyPP Table

As with the 24 hr precipitation values, the 6-hour values are read by the SHEF Decoder, and a range check is performed on the values.  This Level-1 processed data is sent to the GagePP process which inserts the values into the appropriate HourlyPP table record.  
Before inserting the 6-hour values into the table, GagePP looks for precipitation values within a “window” around the top of the hour in case some gages do not have an observation time at exactly the top of the hour.  In this manner, a 6hr gage value reporting at 0610z is placed in the sixhr06 slot.  The value for this window is defined by the intppq token.

DailyQC’s preprocessor reads the 6hr values from the HourlyPP table for all stations in the predetermined list and writes them (along with the 24 hr values) to a Level1 point precipitation flat file for input to the DailyQC processing. 

DailyQC functions within MPE_Editor perform a consistency check and buddy check on the 6hr values and outputs to a flat file.  In the future, this Level2 processed data will be written back to the HourlyPP table via SHEF Decoder and GagePP.
The following HourlyPP table fields store the 6hr data values:

· sixhr06

smallint
6 hr value with ending time = 06z 

· sixhr12

smallint
6 hr value with ending time = 12z

· sixhr18

smallint
6 hr value with ending time = 18z

· sixhr24

smallint
6 hr value with ending time = 00z

· sixhrqc


varchar(4)
qc code for each 6 hr value

· sixhroffset

varchar(4)
character codes corresponding to offset off top of





hour – values map to 10 minutes 

Default values for sixhrqc field = ‘ZZZZ’.

Default values for sixhroffset field = ‘0000’.

Default values for sixhr06, sixhr12, sixhr18, sixhr00 = NULL.

Note that the date for all above values is defined by the obsdate field.

5.3 PC to PP06 Calculation

The DailyQC preprocessor will optionally generate 6hr values from PC data if a PP06 value is not available in the HourlyPP table.  A range check is done on the generated value.  Values which fail the range check are not processed by DailyQC.

It was decided that DailyQC’s preprocessor should do the PC to PP06 generation and not GagePP because forcing GagePP to look back for previous PC values needed to generate the PP06 value would slow it down.  

6. Grid Rendering

Grid rendering generates grids from point values.  This process creates scratch files which are written to the directory given by the token mpe_scratch_dir, normally defined as:
/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/scratch
The names of these scratch files include the id of the DailyQC process that created them. When DailyQC shuts down, it uses this process id to delete the scratch files that it created.   If DailyQC abnormally terminates, any orphaned scratch files are purged through the execution of the purge_mpe_files script.
6.1 Precipitation Grids

Precipitation grids are written to the directory defined by the token mpe_grid_precip_dir.  Normally, this token points to the directory
/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip/grid

6-hour and 24-hour point precipitation data are mapped to an HRAP grid.  The 30 closest stations are pre-identified for each grid point. This speeds computations for data sets with many precipitation stations.  If there are no good precipitation stations for a grid point, then a recalculation is made using all precipitation stations.  Inverse distance-squared weighting (i.e. 1/R**2) is used.  If the PRISM climatology is available, the final interpolation is scaled using monthly isohyets. The grid is saved as a flat file and used later for a raster or vector (HRAP) plot.  (The routine render_pcp contains code for grid rendering for precipitation data.) 
6.2 Temperature Grids

Temperature grids are written to the directory pointed to by the mpe_grid_temperature_dir token.  Normally, this token points to the directory 

/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/temperature/grid

In order for the 6-hour temperature grids to be rendered, at least some temperature stations must have data for all 6-hour periods and the max/min values for the day.

For each HRAP grid bin, the 20 closest temperature stations are pre-identified. This speeds up computations for data sets with many temperature stations.  Inverse distance-squared weighing is used.  The temperature grid rendering function makes use of topography by applying a lapse rate adjustment.  If the PRISM climatology is available, the final interpolation is scaled using monthly isohyets.  The grid is saved as a flat file and used later for a raster or vector (HRAP) plot.

6.3 Freezing Level Grids

Freezing level grids are written to the directory pointed to by the mpe_grid_freezing_dir token.  Normally, this token points to the directory
/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/freezing_level/grid

For each HRAP grid bin, the 30 closest freezing level grid points are pre-identified.  This speeds up grid computations.  1/R**2 interpolation is used.  PRISM Climatology is not used to scale the final interpolation.

7. Quality Control Checks

Quality control checks are performed after the data are read into the DailyQC component of MPE_Eitor and before the data are displayed.  These checks determine the quality control code assigned to each station’s value.  The station values are displayed using a color coding scheme defined by these quality codes.
7.1 Precipitation Data

DailyQC performs the following three quality control checks on the precipitation data:

· Standard Deviation Check (Buddy Check)
· Temporal Consistency Check

· Spatial Consistency Check

The standard deviation check is performed before the two consistency checks.  As with Level1 temperature data, the Level1 precipitation data is expected to have passed a rough range check before being used.

7.1.1 Standard Deviation Buddy Check 
The “buddy check” is performed in the following instances:

· upon dailyQC startup
· after a gage is manually edited
· if the user changes the “Point Screening” Option
· when the Level2 data are saved

· when grids and MAPs/MATS/MAZs are rendered

Only stations marked as “good” and “forced good” are used by the buddy check.  Data flagged as “bad” or “estimated” are excluded from this category.  Missing values are not used.  
The algorithm calculates distance weighted estimated precipitation values based on the 30 closest precipitation stations.  It then compares the difference between the estimated and observed precipitation values against the stddev value defined by the user.  If the difference is greater than stddev, then the precipitation value is flagged as “Questionable”.  (The algorithm for the standard deviation check was developed in-house at CBRFC.  Code for the standard deviation check for precipitation stations is found in the quality_control_stations routine.)
The following is an outline of the buddy check procedure:


Each iteration may change some of the quality codes causing them to be ignored and thus changing the distance weighted values.  The routine iterates on the stations within each 6-hour and 24-hour period of the day until no more “good” stations are found.
The stddev value is initially read from the mpe_dqc_precip_deviation token on DailyQC startup.  If a flat file exists in the …/precip/dev directory for the current day, then the value in the flat file is used instead.

Note that the value for stddev can be changed using the “Point Screening” Option on the QC Precipitation Options or QC Temp Options popup window.  Current options are “Coarse”, “Medium” and “Fine” which correspond to stddev values of 5, 3, 1 (units = inches).
7.1.2 Consistency Checks

The consistency checks are automatically performed on the Level-1 precipitation data for the following instances:

· upon DailyQC startup

· after a precipitation gage is manually edited

· if the user changes the “Point Screening” Option

· when the Level2 data are saved

· when grids and MAPs/MATS/MAZs are rendered

For each day’s data, both a spatial consistency check and a comparison of the 24-hour value against the sum of the four 6-hour values (temporal consistency check) are done.  

(Code for the consistency checks is found in the check_consistency routine.)
7.1.2.1 Temporal Consistency Check

Stations which fail the temporal consistency check can be plotted through the use of the Point Tconsistency option from the QC precip Options GUI.  The QC flag of these stations are not changed.

The logic for the temporal consistency is as follows:
7.1.2.2 Spatial Consistency Check

Stations which fail the spatial consistency check can be plotted through the use of the Point Sconsistency option from the QC precip Options GUI.  The QC flag of these stations are not changed.

Note that the case of “if sta has same lat/lon as sta …” below occurs when there are multiple sensors at a location.  The values are reported with different type/sources.  The values are displayed separately in DailyQC.

The logic for the spatial consistency check is as follows:

7.2 Temperature Data


Temporal and spatial consistency checks like those done on the precipitation data described above are not performed on temperature data.  A standard deviation check (buddy check) is the only quality control check performed on temperature data.
As with Level-1 precipitation data, the Level-1 temperature data is expected to have passed a rough range check before being used.

7.2.1 Standard Deviation Check

The standard deviation check is automatically performed on the Level-1 temperature data in the following instances:

· on DailyQC startup

· after a temperature gage is manually edited

· if the user changes the “Point Screening” Option

· when the Level2 data are saved

· when grids and MAPs/MATS/MAZs are rendered

The Level-1 data consist of TAI values at or near 00z, 06z, 12z and 18z and daily max and min values.  The algorithm calculates distance weighted estimated temperature values based on the 20 closest temperature stations.  It then compares the difference between the estimated and observed temperature values against the stddev value defined by the user.  If the difference is greater than stddev, then the temperature value is flagged as “Questionable”.  This check is done separately for the max/min values and the TAI values.
The stddev value is initially read from the mpe_dqc_temperature_deviation token on DailyQC startup.  If a flat file exists in the …/temperature/dev directory for the current day, then the value in the flat file is used instead.

The value for stddev can be changed using the “Point Screening” Option on the QC Temp Options popup window.  Current options are “Coarse”, “Medium” and “Fine” which correspond to stddev values of 15,10,5 (units = deg F) for temperature data.

The code for the standard deviation check for temperature stations is found in the routine quality_control_tstations.  An outline of the stddev check for temperature follows:

For each day’s max and min temperature values


For all temperature stations in the predetermined list



If station’s PRISM climo data is missing then 
take next station



If station’s max/min observed temperature value is missing, then
take next station



valmax = observed max temperature value



valmin = observed min temperature value



For each of the 20 surrounding stations




If station’s value is not good or forced good OR

                  If station’s PRISM data is missing OR

                  If station’s max/min value is missing OR




If station’s elevation is not defined then
 take next station from surrounding station list




Calculate horizontal distance between stations (=dist)




Calculate vertical distance bet stations as





vdist = 50 * difference in elevations / 5280




dist = 1/(dist + vdist)




tempmin = (valmin +(difference bet PRISM min values))* dist




tempmax= (valmax +(difference bet PRISM max values))* dist 




fdatamin = sum of tempmin values




fdatamax = sum of tempmax values




fdist = sum of dist values




if 5 stations in list of surrounding stations are found then 

break out of loop on 20 surrounding stations 




else 




expand search and loop on all temperature stations

[note that since list of 20 surr stations is ordered by distance, algorithm is always using the closest stations]


End For Loop on 20 surrounding stations



If no stations found, then fdist = 1



estmin = fdatamin/fdist



estmax = fdatamax/fdist



If no stations found, then fdist = 1



estmin = fdatamin/fdist



estmax = fdatamax/fdist



(estimates are saved as int values)



diffmin = abs(estmin – valmin)



diffmax = abs(estmax – valmax)



if(diffmin > stddev OR diffmax > stddev) then




set quality code of value to 3 (Q – failed buddy check)



else




if quality code of value = 3, then change it to 8 (Verified)



end if

Repeat process until no more stations are changed from “Questionable” to “Verified”


End For Loop on predetermined list of temperature stations


End For Loop on Day

----------------------------------------------------------------------------

For each of four 6 hour periods of the day


If temperature data not available for the period, then take next period


For each station in predetermined list



If station’s PRISM data is missing OR



If station’s max/min values are missing or bad OR



If station’s elevation is not defined OR



If station’s observed temperature value is missing



    then take next station from surrounding station list



For each of the 20 surrounding stations




If station’s value is not good or forced good OR




If station’s observed value is missing OR




If station’s elevation is not defined OR




If station’s estimated value (estval) is not missing then

take next station from surrounding station list




Calculate horizontal distance between stations (=dist)




Calculate vertical distance bet stations as





vdist = 50 * difference in elevations / 5280




dist = 1/(dist + vdist)




estvald = (estval)* dist




fdata = sum of estvald values




fdist = sum of dist values




if 5 stations in list of surrounding sta are found then 
break out of loop on 20 surrounding stations 




else 





expand search and loop on all temperature stations



End For Loop on 20 surrounding stations



If no stations found, then fdist = 1



a = fdata/fdist



b = a * (max value – min value) + (min value)



(b is the new estimated value stored as an int)





diffval = abs(observed 6 hr value – b)



if(value > max val OR value < min value) then




set qual code of value to 3 (Q – failed buddy check)


(Note:  this test will cause qual codes for all TAI values





to be “Q” until the daily max/min values are





available)



if(diffval > stddev) then




set qual code of value to 3 (Q – failed buddy check)



else




if qual code of value = 3, then change it to 8 (Verified)



end if

Repeat process until no more stations are changed from “Questionable” to “Verified”


End For Loop on predetermined list of temperature stations

End For Loop on 6 hr periods

7.3 Freezing Level Data
There is no automatic quality control check for the freezing level data.  The user can visually inspect the data and set points to “bad” as necessary.  If a freezing level grid point value is missing, DailyQC estimates it by taking the average of the values for the grid point for the periods before and after the missing value’s period.  This estimation for a missing value is done is routine calculate_zlevel.

8. Quality Control Codes
DailyQC uses three process levels to describe the type of quality control applied to a value

· Raw 
- no quality control checks applied

· Level1
- gross range check applied and passed

· Level2
– buddy check (standard deviation check) and consistency checks applied and passed

Level 1 data are input to the DailyQC component of MPE Editor.  Level 2 data are generated by DailyQC.  They are written to a flat file and are also read back into DailyQC if quality control for a time period is redone.

8.1 Precipitation Data

DailyQC uses the following QC terminology to describe the precipitation data values:

· verified – passed Level2 and Level1 checks
· screened – passed Level1 check and forced good by user
· time distributed – 6 hr value calculated from a 24 hr value
· manual – user has manually edited the value through the edit popup window
· questionable – failed level2 check (6hr and 24 hr values)
      (if forced to good by the user, code is changed to “screened”)

· partial – case where no 24 hr value is available but some 6 hr observed values for same hydrologic day available; 24 hr value calculated using available observed 6 hr values and estimated 6 hr values
· estimated – report not available; value is estimated from nearest neighbors (6 hr and 24 hr values)
· bad – set bad by user (6 hr and 24 hr values)
· missing – data could not be found
During normal use of DailyQC, the user is expected to act on gages flagged as “questionable” by either setting them to “screened” or “bad”.  This can be done either individually or in a group.  Any value can be set to “bad”.  DailyQC has been designed to focus on those values flagged as “questionable”.

24-hour and 6-hour precipitation values which fail the Level-1 (gross range) check, have the SHEF TS code changed to “1x” to signify that the check was done.  They are flagged as “rejected” and are not processed further.  

24-hour gage values are quality controlled first followed by 6-hour values.  Quality controlling the 24 hour values first allows them to be time distributed into 6-hour time steps if necessary.

The following rules apply:

· If  a 6-hour tipping bucket gage is above the freezing level according to the freezing level data, then the gage is underlined in red on the display and may not be usable.  Their quality code is not changed.
· If a 24-hour value with QC code = “V” or “Q” is set to “bad” by the user, the 24 hour value is displayed as the “bad” color in the display.  In the Level2 output file, the 24 hour estimated value is written with QC code set to “E”.  All corresponding 6 hour values are written to the file with the values unchanged.  The QC codes of the 6 hour values are changed to “F”.  All 6 hour non-missing values and the 24 hour value are written to the bad station value file (see Section 4.4).

· If one or more 6-hour values making up a 24 hour value are flagged as bad by the user, the quality code on the 6-hour value is changed to “bad” in the display.  In the Level-2 output file, the 6hr value(s) have their QC flags changed to “F” (failed).  The value(s) are unchanged.  In the Level-2 file, the 24 hour value made up by the 6 hour value(s) has its QC flag changed to “E” (estimated) and its value is changed to the estimated value displayed in the Edit Precip Stations window.

· If the point precipitation file contains the following data for a station:  24 hour amount:  M;  6 hour amounts:  0   0   M  0; then DailyQC will estimate a value for the missing 6-hour amount and the missing 24-hour value and the 24 hour value will be flagged as “Partial”.

· If some 6-hr values are not available but the 24 hour value is available, the 6 hr values are calculated by time distributing the 24-hr value to a 6-hr time step using nearby observed 6 hr values.  The calculated 6-hr values are flagged as “time distributed”.  The user is not allowed to edit values flagged as “time distributed”.
8.2 Temperature Data

DailyQC uses the following QC terms to describe the temperature data values:

· verified – passed Level-2 and Level-1 checks
· screened – passed Level-1 check or forced good by user
· time distributed – 6-hr value calculated from a daily value
· manual – user has manually edited the value through the edit popup window
· questionable – failed buddy check  (if forced to good by the user, code is changed to “screened”)

· bad – set bad by user
· missing
If a max or min temperature value is set to bad by the user, the value written to the Level2 file is the estimated value displayed in the Edit Temperature Station window.

If a 6 hour instantaneous temperature value is set to bad by the user, the value written to the Level2 file is NOT the estimated value displayed in the Edit Temperature Station window.  The value written to the file is recalculated as



value =  (distance weighted value) * (max temp – min temp) + min temp

with QC code set to “E”.

8.3 Freezing Level Data

DailyQC uses the following QC codes to describe the freezing level data values:

· verified

· manual

· calculated

· bad

9. Estimating Missing Station Values

DailyQC automatically estimates values for missing 6-hour and 24-hour precipitation values and for 6-hour temperature values.  Only non-missing stations are used in the estimation process.  For precipitation stations, the missing station values are estimated before the buddy check and consistency checks are performed.  For temperature stations, the estimate is done before the buddy check is performed, but after consistency checks are done.
9.1 Estimating 6 Hour Precipitation Values
Before displaying the precipitation values, DailyQC attempts to estimate values for any missing 6-hour values or for values flagged as “bad/failed”.  This estimation requires that the station have a non-missing 24-hour value.  The quality code for estimated 6-hour values is set to “Partial”.  The process of estimating 6-hour precipitation values is done before estimating the 24-hour values.  The estimation is done in the routine estimate_daily_stations.  See Appendix C for an outline of the method used to estimate 6-hour values.
If the user edits a 24-hour value to 0.0, then all corresponding 6-hour values are automatically set to 0.0.

9.2 Estimating 24 Hour Precipitation Values

Only values with QC codes of good, forced good and questionable are used in the estimation process.  The quality code for estimated 24-hour stations is set to “Partial”. 
The estimation is done in the routine estimate_partial_stations.  See Appendix D for an outline of the method used to estimate 24-hour values.
If the user edits a 24-hour value to 0.0, then all corresponding 6-hour values are automatically set to 0.0.

9.3 Estimating 6 Hour Temperature Values

Before displaying the temperature values, DailyQC attempts to estimate a value for any missing 6hr temperature value.  The quality code for estimated 6-hour values is set to “Time Distributed”.   The estimation is done in the routine estimate_partial_tstations.  See the appropriate Appendix for an outline of the method used to estimate 6-hour values.
10. Preprocessors

Two preprocessors, one for precipitation and temperature data and another for freezing level data, generate the dynamic input data used by the DailyQC component of MPE_Editor.
10.1  Precipitation and Temperature Data Preprocessor
A preprocessor program creates the Level-1 data for precipitation and temperature based on the user-predefined sub-area station lists and master station list. A range check is performed on the temperature data and the calculated 6-hour precipitation data. Temperature data within a “window” around the 00z, 06z, 12z and 18z obstimes is selected.  The window is defined by the token “mpe_temperature_window” and defaults to 60 minutes.
An option to generate a file with all Level1 precipitation values set to 0.0 for all stations is available.  This is useful for days where there is no precipitation anywhere within the site’s area.  
The DailyQC preprocessor optionally generates 6hr precipitation values from PC data if a PP06 value is not available.  A range check is done on these generated values.  Values which fail the range check are not inserted into the HourlyPP records.

If an observed PP06 value is ingested and a PC generated PP06 value exists, a token determines which value to store in the HourlyPP table.
See the MPE Implementation Guide for additional details on running the preprocessor. 

10.2  Freezing Level Data Preprocessor

Freezing level data is generated by the Rapid Update Cycle (RUC) 80 Model and is available to AWIPS sites via the SBN.  This data is in netCDF format.  Data values are defined at specific grid points (not stations as for precipitation or temperature).

The preprocessor (ruc.tcl) runs from the cron, usually every 6 hours, to read the latest RUC80 freezing level data.  The data are reformatted into SHEF format and stored in a file.  Note that the ruc.tcl process uses the AGRID utility to read netCDF files.  The site must install this local application.

OHD has written a setup utility to generate the set of freezing level grid points for each site.   See the MPE Implementation Guide for details concerning this setup script.  See the MPE Implementation Guide for additional details on running the preprocessor.
Appendix A. MPE/DailyQC Token Descriptions

The format of each entry is as follows:

token name  (f.k.a. [formerly known as] old token name)


Default value in the national apps defaults file (other acceptable values)


The fully qualified value as interpreted from the national .Apps_defaults file


The token description/definition
A.1 Log Output Directory Tokens:

mpe_editor_logs_dir (rfcwide_logs_dir)


$(pproc_log)/mpe_editor


/awips/hydroapps/precip_proc/local/data/log/mpe_editor

The directory into which the DailyQC preprocessors for precip and freezing level write their logs. 

A.2 Application Configuration Input Directory Tokens:
mpe_app_dir 

$(pproc_local_data)/app/mpe/

/awips/hydroapps/precip_proc/local/data/app/MPE

Directory containing the static MPE Editor data files (PRISM files, radar beam height files, MPE 1 hour station lists, radar climatology masks, DailyQC station lists, P3 utility files, DailyQC gage neighbor lists, DailyQC station climatology files).

mpe_station_list_dir (rfcwide_gageloc_dir)


$(mpe_app_dir)/station_lists


/awips/hydroapps/precip_proc/local/data/app/mpe/station_lists

Directory containing the files listing the mpe hourly and 6,24 hour precipitation, 6 hour & max/min temperature, and freezing level stations used by MPE Editor

mpe_gridmask_dir 

$(mpe_app_dir)/grid_masks


/awips/hydroapps/precip_proc/local/data/app/mpe/grid_masks

Directory containing the files defining grid_masks including neighbor lists, HSA and basin grid masks.

mpe_prism_dir (rfcwide_prism_dir)


$(mpe_app_dir)/prism


/awips/hydroapps/precip_proc/local/data/app/mpe/prism

Directory in which the PRISM files reside.  These PRISM files contain gridded monthly mean precipitation and monthly mean max/min temperature values.

mpe_climo_dir 


$(mpe_app_dir)/climo


/awips/hydroapps/precip_proc/local/data/app/mpe/climo

Directory in which the station precipitation and temperature climatology lists are stored.

mpe_config_dir 


$(whfs_config_dir)/hydroview


Directory for the MPE Editor overlay configuration file. 
A.3 Output Directory Tokens:

mpe_dir

    
$(pproc_local_data)/mpe


/awips/hydroapps/precip_proc/local/data/mpe

Directory with dynamic data files used by MPE Editor.
mpe_gageqc_dir


$(mpe_dir)/dailyQC


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC

Directory containing the input/output files for the MPE Editor DailyQC tools.
A.4 DailyQC Precipitation Data Directory Tokens:

mpe_scratch_dir


$(mpe_dir)/dailyQC/scratch


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/scratch

Directory containing the scratch files for the precipitation calculations.  Filenames are pcp.<product_num>.<process id>.

mpe_precip_data_dir


$(mpe_gageqc_dir)/precip


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip

Directory containing the input/output files for the 6, 24-hour precipitation gage data.

mpe_bad_precip_dir


$(mpe_precip_data_dir)/bad


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip/bad

Directory containing the list of precipitation gages set bad by the user. This list is used by the 6, 24 hour DailyQC portion of MPE Editor.

mpe_dev_precip_dir


$(mpe_precip_data_dir)/dev


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip/dev

Directory in which the file containing precipitation DailyQC standard deviation information is stored.

mpe_map_dir


$(mpe_precip_data_dir)/MAP


/awips/hydroapps/precip_proc/local/data/mpe/dailyQC/precip/MAP

Directory in which the files containing MAP values generated from the 6, 24 hour precip DailyQC process are stored.

mpe_grid_precip_dir


$(mpe_precip_data_dir)/grid


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/precip/grid

Directory in which the grids rendered from the 6, 24-hour precipitation DailyQC process are stored.  These grids are also referred to as gage-only fields.

mpe_point_precip_dir


$(mpe_precip_data_dir)/point


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/precip/point

Directory in which the input/output files containing point 6, 24-hour Level-1 and Level-2 precipitation gage data are stored.
A.5 DailyQC Temperature Data Directory Tokens:

mpe_temperature_data_dir 

$(mpe_gageqc_dir)/temperature

/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature

Directory containing input/output files for the 6-hour and max/min temperature gage data.

mpe_bad_temperature_dir


$(mpe_temperature_data_dir)/bad


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature/bad

Directory containing the files of temperature stations set bad by the user.  This list is used by the temperature gage qc portion of MPE Editor.

mpe_dev_temperature_dir


$(mpe_temperature_data_dir)/dev


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature/dev

Directory containing the standard deviation values used to quality control temperature data in MPE Editor.

mpe_mat_dir


$(mpe_temperature_data_dir)/MAT


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature/MAT


Directory in which the files containing the MAT values are stored.

mpe_grid_temperature_dir


$(mpe_temperature_data_dir)/grid


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature/grid

Directory in which grids rendered from the 6-hour temperature DailyQC process are stored.

mpe_point_temperature_dir


$(mpe_temperature_data_dir)/point


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/temperature/point

Directory in which the files containing point 6-hour and max/min level-1 and level-2 temperature values are stored.
A.6 DailyQC Freezing Level Data Directory Tokens:

mpe_freezing_data_dir


$(mpe_gageqc_dir)/freezing_level


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/freezing_level

Directory containing the input/output files of freezing level data.

mpe_maz_dir


$(mpe_freezing_data_dir)/MAZ


/awips/hyd*/precip_proc/local/data/MPE/dailyQC/freezing_level/MAZ


Directory in which the files containing the MAZ values are stored.

mpe_grid_freezing_dir


$(mpe_freezing_data_dir)/grid


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/freezing_level/grid


Directory in which the grids rendered from the point freezing level data are stored.

mpe_point_freezing_dir


$(mpe_freezing_data_dir)/point


/awips/hydroapps/precip_proc/local/data/MPE/dailyQC/freezing_level/point


Directory in which the point 6-hour freezing level data files are stored. 
A.7 Site Definition Tokens:
mpe_site_id:


cbrfc

The site id.  This is used to locate the coord_xxxxx.dat file.  This file contains the HRAP coordinates of the southwest corner of the site’s MPE forecast area and the size in rows and columns of the forecast area. 

mpe_area_names:


$mpe_site_id

cbrfc

A comma delimited list of areas within the site’s forecast area for which DailyQC can be run.  By default this token is empty.
A.8 DailyQC Operations Tokens:

mpe_type_source :

           1G:GOES, 1R:ALERT, 1M:SNOTEL, 1P:LARC, 1Z:COOP


Types of gages that will be processed and displayed by DailyQC.

mpe_dqc_options:


OFF

Option to sensitize or desensitize the Precipitation/Temperature/Freezing Level buttons on the Choose Data Period window.  Value of “OFF” will leave options desensitized.  “ON” will sensitize options.  When this token is set to “OFF”, DailyQC features can not be used.


mpe_temperature_window 


60

The number of minutes to look before and after the 00, 06, 12, and 18z synoptic times for temperature reports.

mpe_load_hourlypc


ON (OFF)

If ON, the dqc preprocessor will create 6 hour precipitation totals from PC data read from the HourlyPC database table.

mpe_dqc_max_temp_neighbors 

mpe_dqc_max_precip_neighbors


30, 20 respectively


Number of nearest-neighbor stations used in the buddy check.

mpe_dqc_precip_deviation

mpe_dqc_temperatue_deviation


3.0, 10.0 respectively


Number of deviations outside of which station is flagged Questionable.

mpe_dqc_min_good_stations


5


Number of stations which must be good before expanding search to all stations.

mpe_copy_level2_dqc_to_ihfs_shef

mpe_copy_level2_dqc_to_archive_shef


OFF(ON)

Option to write Level2 data as SHEF message for insert into IHFS db or archive db, respectively.

mpe_dqc_num_days


10


Number of days appearing in Choose Period window.
A.9 Map Control Settings Tokens:

mpe_gif_location :       

34.0,-97.0, 34.0,-94.0,33.0,-94.0  

Coordinates of GIF images rendered after by precipitation, temperature and freezing level DailyQC tools. 

mpe_center_lat

mpe_center_lon 

35.0, -97.8

The initial latitude and longitude of the center point of the MPE Editor display.  This must be negative in the western hemisphere.

mpe_height_in_pixels 
mpe_width_in_pixels 

900, 1200


The initial height and width in pixels of the MPE Editor display.

mpe_map_width


320


The initial width of the MPE Editor display in nautical miles.

mpe_zoom_out_limit 

20

Zoom out limit.  A smaller value allows the map to be zoomed out farther.  A larger value prevents the map from being zoomed out as far.

mpe_disclosure_limit

60

Controls the threshold at which the cities data set is displayed in greater detail.  This value is pixels per nautical mile.  When zooming in and the number of pixels per nautical mile becomes greater than this value, then more city information is disclosed on the map display.  This is progressive disclosure.

mpe_map_projection 

FLAT (POLAR, HRAP)


The default map projection to use when MPE Editor starts
Appendix B. MPE/DailyQC Data Directories

These directories are normally located under the directory: 

/awips/hydroapps/precip_proc/local/data

Static Application Data:

/app/gen_areal_qpe/national_hrap_rfc_mask

/app/mpe/beam_height

/app/mpe/climo

/app/mpe/gage_locations

/app/mpe/grid_masks

/app/mpe/misbin

/app/mpe/prism

/app/mpe/station_lists

/app/mpe/utiltriangles

Log Information:

/log/decodedhr

/log/decodedpa

/log/decodedsp

/log/disagg

/log/gage_pp

/log/gen_areal_qpe

/log/lightning_proc

/log/misc

/log/mpe_editor

/log/mpe_fieldgen

/log/process_bias_message

Bias Message Data:

/mpe/bias_message_input

/mpe/bias_message_output

DailyQC Data:

/mpe/dailyQC/freezing_level/grid

/mpe/dailyQC/freezing_level/MAZ

/mpe/dailyQC/freezing_level/point

/mpe/dailyQC/precip/bad

/mpe/dailyQC/precip/dev

/mpe/dailyQC/precip/grid

/mpe/dailyQC/precip/MAP

/mpe/dailyQC/precip/point

/mpe/dailyQC/scratch

/mpe/dailyQC/temperature/bad

/mpe/dailyQC/temperature/dev

/mpe/dailyQC/temperature/grid

/mpe/dailyQC/temperature/MAT

/mpe/dailyQC/temperature/point

MPE Core Data:

/mpe/avgrmosaic

/mpe/bad_gages 

/mpe/bmosaic

/mpe/draw_precip

/mpe/gageonly

/mpe/gagetriangles

/mpe/height

/mpe/index

/mpe/lmosaic

/mpe/locbias

/mpe/locspan

/mpe/lsatpre

/mpe/maxrmosaic

/mpe/mlmosaic

/mpe/mmosaic

/mpe/p3lmosaic

/mpe/qpe

/mpe/qpe_gif

/mpe/qpe_grib

/mpe/qpe_grib_sbn

/mpe/qpe_jpeg

/mpe/qpe_netcdf

/mpe/qpe_sbn

/mpe/rfcbmosaic

/mpe/rfcmmosaic

/mpe/rfcqpe_temp

/mpe/rfcqpe01

/mpe/rfcqpe06

/mpe/rfcqpe24

/mpe/rmosaic

/mpe/sat_state_var

/mpe/sgmosaic 

/mpe/srgmosaic 

/mpe/srmosaic 

/mpe/state_var/
Appendix C.  Estimating Missing or Bad 6-hour Precipitation Data

routine name: estimate_daily_stations

called before estimate_partial_stations

for all stations in predet list:

   if the 24hr value is missing OR qual code = "bad/failed" then 

      take next station

   search four 6hr periods for qual code = "bad/failed" OR
 

value = missing

   if none found then take next station

   for four 6hr periods:

      for 30 surrounding stations:

         only use "good" or "forced good" stations

         don't use stations with value=missing

       padj = obs 6hr data value * (PRISM val of sta from predet list /

                                    PRISM val of sta from 30 surr list)

         fdist = sum(1/(distance **2))

         fdata = sum(padj/(distance**2))

      end for

      if < 5 stations from 30 surr sta list found "good" or "forced
             good” AND non-missing, then expand to search entire

             predet station list and calculate fdist and fdata

      if at least one "good" or "forced good" station with non-missing 


value found, then
         fvalue = fdata / fdist  <-- fvalue = estimated 6hr value

      else

         fvalue = missing

      end if

    end for

    if any estimated 6hr value (fvalue) = missing, then

       set all qual code of all four 6hr values to "time distributed"

       set all four 6hr values = (24hr value/4)

       take next station from predet list of sta

    end if

    for four 6hr periods:

       if(obs value not = missing AND qual code not "bad") then

          stotal = sum of observed 6hr values

       else

          ftotal = sum of estimated (fvalue) values

       end if

    end for 

    stotal = (obs 24 hr value) - stotal

    if ftotal > 0, then 

       fmult = stotal/ftotal

    else

       fmult=0.0

    end if

    for four 6hr periods:

       if(obs 6hr value not missing AND not set to "bad") then   

          if ftotal != 0, then

             set 6hr value = fvalue*fmult

             set qual code = "lumped"

          else

             set 6hr value = stotal/(number of missing periods)

             set qual code = "lumped"

          end if

       end if

    end for

end for (predet list of sta)

Appendix D. Estimating Missing or Bad 24-Hour Precipitation Data

routine name: estimate_partial_stations; called after estimate_daily_stations

for all stations in predet list:

   search for Level1 6hr value > 0 and Level2 qual code = "good"

   if search fails to find a value, then

      if estimated 24hr value > 0 and qual code = "partial", then

         set estimated 24 value to -1 and qual code to 0

         (prepare to estimate 24hr value)

      end if

      take next station from predet list

   end if

   if Level2 24hr value > 0 and qual code != "partial" or "estimated then
take next station from predet list
   for four 6hr periods

      for 30 surrounding stations

         if station value is "good" or "forced good" and not missing then

            padj = Level2 6hr value * ratio of PRISM values             

            (ratio of PRISM values = PRISM val of predet sta/PRISM val 



of surr sta)

            fdata = sum of padj values divided by sum of distances

      end for

      if less than 5 stations found from list of 30 surr stations, then 

expand search to use all stations in predet list     

      if there is at least 1 station found, then

         estimated 6hr value = fvalue/sum of distances

      else

         estimated 6hr value set to missing

      end if

   end for   

   if any estimated 6hr values are set to missing, then take next 


station

   for four 6hr periods

      if Level1 6hr value > 0 and Level2 qual code is "good" or 



"forced good" then

         add Level1 6hr value to total (=ftotal)

      else

         add estimated 6hr value to total (=ftotal)

      end if

   end for

   24 hr precip total = ftotal

   qual code set to "Partial"

end for

Appendix E. Estimating Missing 6-Hour Temperature Data

routine name: estimate_daily_tstations

for all stations in predet list:

   set all estimated 6hr temperature values = -99

   if any 6hr observed value, max or min value are missing or not

     good or forced good then take next station

   for all 6hr periods

      estimated 6hr temp value = 

         (6hr obs value - daily min value) / (diff of max and min values)

   end for

end for

for all stations in predet list:

   if all 6hr values are not missing and do not have qualcode= "lumped"

   then take next station

   set all observed 6hr temperature values = -99

   if max or min value for station = missing, then take next station

   if max or min value for station have qula code = "failed" or

    "estimated" then take next station

   for all 6hr periods

      for all stations in 20 surr stations list

         if station is not good or forced good, then take next station

         if station's observed data is missing, then take next station

         if station's estimated value is missing, then take next station
         sum horiz + vertical distance between stations

         vertical dist = 50 * (diff in elevation) / 5280

         sum up (estimated temp value) / summed distance

         if 5 stations found, then break out of loop

      end for all stations in 20 surr stations list

      if < 5 stations found, then loop on all stations in predet list

      if one or more stations found, then

         store the distance weighted estimated 6hr temperature value

         observed 6hr temp value =

         (distance weighted estimated value) * 

         (daily max temp value - daily min temp value) +

         (daily min temp value)

         qual code set to "time distributed"   

      end if

   end for all 6hr periods

end for all stations in predet list
Appendix F. Changes to Original DailyQC Algorithms

The following is a partial list of changes made to the original DailyQC algorithms delivered to OHD by Craig Peterson and implemented in the OB7.2 version of MPEeditor:

- DailyQC's algorithm for determining distances makes assumptions about the map viewer's geometry, assumptions which we cannot make.  This was changed to determine distances just like MPE Fieldgen does in kilometers based on the HRAP grid.  All that are needed are the center lat/lon of the MPE forecast area, which we already have in MPE Editor.

- use of the config file was replaced by .Apps_defaults tokens.

- big station list structure arrays are now dynamically allocated. 


- station list format changed to include PPH stations for use by MPE hourly app.

- dimensions for arrays for max number of precip, temperature and freezing level stations increased

- for each period (6hour and 24hour) of the day


	- skip periods marked as no data (use flag = 0)





	- for each station in predetermined list 





		store observed value in stnval





		- for each station in list of 30 surrounding stations (qcstation)


- if a qcstation value is non-missing and good or forced good then


				- calculate distance (dist) between stations


- store qcstation value scaled by PRISM values (adjval)


		- end for





		- if fewer than 5 qcstations found in previous step then


			loop through overall list for additional stations which are


			non-missing and good or forced good repeating above steps





		- calculate an estimated value weighted by distance (estval)


			estval = (sum of (adjval / dist)) /  (sum (1./dist))





		- calculate sum of differences (std)


		std = sum of (abs ((adjval – estval)/sum of dist)))/(sum of dist)





		- if std = 0.0 and adjval < 0.1 then change qual code to Verified





		- if std < 0.05 then std = 0.05


		- if std > 0.20 then std = 0.05


		- dif = abs(stnval – estval)/ std


		- valdif = abs(stnval – estval)





		stddev = number of standard dev allowed before setting value to


					Questionable





		dif = value displayed for station when the “Dev” option under


                                  the “Point Display” option is chosen


 


		- if dif > stddev AND valdif > 0.1 then


			- set quality code to Questionable


		- else


			- station considered good 


			- if current qual code of station = Q then


- set to Verified


	- end for


- end for





for all stations in predet list:


   set tcons = 1





   if 24 hr value is not missing (>= 0.0) and not flagged as bad (qual != 1) then 


       rtotal = total of four non-missing 6 hr values in day


       


       if abs(rtotal - 24hr value) > 0.01 then 


tcons set to -1


   end if


end for











for all stations in predet list:


   for all periods of data (four 6hr periods and 24hr):





      if 24 hr value is not missing and not flagged as bad then        


         set scons = 1 for the period





         for 30 surrounding stations:





            if sta has same lat/lon as sta from predet list AND


               data value is not flagged bad AND


               value > = 0 AND


               value of sta != value of sta from predet list


            then


               


               set scons = -1 for the period


            end if


         end for


      end if


   end for


end for
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