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1. Introduction


This document discusses the procedure for providing River Forecast Center (RFC) Quantitative Precipitation Estimates (QPE) grids for external distribution.  RFC QPE products are expected to be generated by the Multi-sensor Precipitation Estimator (MPE) operations.   External users of these products include forecasters at the Weather Forecast Offices (WFO), which use the information in Display-2-Dimensions (D2D) and WFO Hydrologic Forecast System (WHFS) applications.  
The RFC QPE data sets tend to have more quality control (QC) performed than the WFO QPE data sets.  At a WFO, the RFC QPE grids can be used in local headwater models, and for improved situational awareness.   

A separate document discusses the complementary operations for providing locally generated QPE grids for display in D2D, whether they are generated locally at either a WFO or RFC.
2. Process Overview

An integrated, sequenced set of operations is performed to provide the full access of these RFC grids at the WFO.  The process steps are listed below, and are depicted in the diagram in Figure 1.  All grids are assumed to be hourly QPE grids on the 4km HRAP polar stereographic grid.

i) Generate RFC grids - 
GRIB files are generated by MPE_Fieldgen as per user configuration, and by MPE_Editor as per user action.

ii) Transmit RFC grids to SBN -
GRIB files are transmitted as per user action within MPE_Editor. Specifically, the user selects the Transmit Best Estimate QPE option on the MPE Control menu.  The grids are sent via the WAN to the NCF using the ZETA98 WMO header, and then routed to the SBN.

iii) Ingest and decode RFC grids at WFO -
These ZETA98 GRIB files are automatically stored upon receipt.  The process_qpe_mosaic script runs off the cron, typically every 15 minutes.  The first action of the script is to invoke StoreHydroGrids, which decodes the products and stores temporary netCDF format files.

iv) Mosaic and crop multiple RFC grids into WFO-centric grid -
This is the next action of the process_qpe_mosaic script, and is performed by the gen_areal_qpe application.  This application uses the latest grid from any RFC grid covering a portion of the WFO sized area, which is defined by the standard MPE coordinates rectangle.  If for some reason, there is geographic overlap of the neighboring RFC datasets, new data will always overwrite existing data (i.e. “last grid wins”).  This application produces xmrg format files for use in OHD application, and GRIB format files for processing for D2D use.

v) Decode WFO-sized grids of RFC QPE -
This operation is performed by the standard AWIPS GRIB decoder. This decoder produces grids in netCDF format which can be used in D2D.

vi) Display RFC grids in D2D display software -
The resulting mosaicked products can be displayed using the D2D menu options under the NCEP/Hydro menu.  Select QPE->1hr RFC Local Mosaic.


vii) Display RFC grids in OHD display software – 


The affected applications are: HydroView, MPE_Editor, and Site-Specific.  

To display the RFC QPE mosaic in Hydroview, first select the Best Estimate QPE option from the MapData menu.  From the resulting Display Best Estimate QPE window, select the RFC QPE Source toggle button, then set the desired day and hour and press the Show Data button. 

To display the RFC QPE mosaic in MPE Editor, first select the RFC QPE Mosaic button option on the MPE Editor PrecipFields menu. Note that this option will only be sensitized if the mpe_generate_areal_qpe token is set to ON.
3.  Local Configuration

Steps must be taken at both the RFC and the WFO to setup the transmission and ingest processes.

3.1 RFC Configuration

1) Set the following tokens in the file: /awips/hydroapps/.Apps_defaults_site
a. mpe_save_grib  : 


save

b. mpe_send_qpe_to_sbn   :

ON  (Do not change this on the WFO system!)
c. awips_rfc_id :


<RFC_ID>

Where the RFC ID is the three letter identifier of the RFC.  The candidate values are: ACR, ALR, FWR, KRF, MSR, ORN, PTR, RHA, RSA, STR, TAR, TIR, TUA.  
The awips_rfc_id is needed when saving the GRIB grid identifier, in order to identify the grographic domain of the area.

2) Define the name of the outbound product by editing the PRODUCT_ID in the script: /awips/hydroapps/local/bin/transmit_rfc_qpe

The CCCC portion of the product identifier must be replaced with the office identifier of the RFC.  The valid identifiers are listed in the documentation block of the script.  The last three letters are one of the RFC ids listed above, with first letter being K except for P for ACR.  This script could be scheduled as a cron process, if the RFC is comfortable with the automatic sending of these products at the designated times. 

3.2 WFO Configuration
1) Set the following tokens in the file: /awips/hydroapps/.Apps_defaults_site

a. mpe_generate_areal_qpe  :  
ON  (Do not change this on the RFC system!)

b. mpe_d2d_display_grib  :     
ON

2) Define the input product to be processed.  The /awips/fxa/data/acq_patterns.txt file should contain a line which captures the ZETA98.KRSA QPE product and places it in the /data/fxa/Grid/SBN/HydroRaw directory.  It could look as follows:

GRID ^ZETA98.(KTUA|KRSA) /Grid/SBN/HydroRaw
3) Define the input data to consider for the mosaic/crop operations by editing the script /awips/hydroapps/precip_proc/local/bin/process_qpe_mosaic.   Specifically, define the value of RFC_LIST and DURATION LIST variables.   Both “lists” are comma-separated lists, with no blank spaces between the characters.

a. RFC_LIST – define the list of RFCs to consider.  Include any RFC whose area contributes to the MPE rectangular area of coverage.  Use the five-character identifiers for the RFCs since this is the name used for the directory which hold the netCDF files

b. DURATION_LIST – define the durations to consider.  This should be probably be set to include just the 1 hour duration


4) As necessary, adjust the timing of the mosaic/crop operations.  The WFO configuration requires the scheduled runs of the process_qpe_mosaic script as part of the cron, which by default is run every 20 minutes at :05, :20, :35, :50 after the hour.   If the WFO wishes to change the frequency of this operation the cron entry needs to be adjusted.

4.0 Detailed Description of Operations


There are a series of scripts that handle the data processing necessary to perform the end-to-end operations.  Some of these run at the RFC (sending side), while others run at the WFO (receiving side).  The overall process is diagrammed in Appendix A. 

At the RFC, the process_grib_files script creates the GRIB format files and the transmit_rfc_qpe script invokes the actual transmission of the GRIB files.  The purge_mpe_files scripts ensures that the two data directories dedicated to MPE SBN products are purged.
At the WFO, the process_qpe_mosaic manages a series of operations which decode the RFC GRIB files, store each for its original geographic area, and mosaics and crops them for a WFO geographic area.  This data is available to OHD applications; the resulting GRIB file is also sent to the AWIPS GRIB decoder for ultimate display in D2D.
4.1 Operation of RFC process_grib_files Script 

This process_grib_files script is located in the directory:

/awips/hydroapps/precip_proc/bin.

When the user saves hourly grids via MPE operations, if the mpe_save_grib token is enabled, this script is also called.  It generates GRIB format files from separately created xmrg format files.  It encodes the xmrg data in a GRIB format file(s) using the OHD gribit encoder.  
The names, but not the file path, of the input and output GRIB files are passed into the script.  The paths for these files are defined within the script.  
The script always creates a default output GRIB file. If the mpe_d2d_display_grib token is set to ON, a second, temporary GRIB file is also created for local processing and subsequent display in D2D.    Lastly, if the token mpe_send_qpe_to_sbn is set to ON, the script will create a third, separate GRIB file for external use.  In summary, this script produces a default GRIB file, and optional a “local D2D” GRIB file and a “SBN” GRIB file.  Each is discussed below.
4.1.1 Default GRIB File

The default input file is xmrg file for the designated hour, located in the directory: 
/awips/hydroapps/precip_proc/local/data/mpe/qpe

The generated GRIB output file matching the selected hour is located in the directory: 


/awips/hydroapps/precip_proc/local/data/mpe/qpe_grib  


4.1.2.  Local D2D GRIB File

This output GRIB file may be sent to the local grib decoder for further processing, based on whether the value of the token mpe_d2d_display_grib is set to “on” or “ON”.  The local GRIB product is encoded with a sub-center identifier set to 0.  This uses the locally defined MPE rectangular area for specifying the geographic domain of this product.  This local display of the MPE output is described in a separate document.
4.1.3  SBN GRIB File
A second output GRIB file may also be generated based on the whether the value of the token mpe_send_qpe_to_sbn is set to “on” or “ON”.  This file is created from a separate input xmrg file for SBN processing.  The reason for the separate xmrg file is because the xmrg process flag must be unique from the default xmrg, because the GRIB encoder uses this flag to determine the GRIB sub-center, as discussed below.  The input xmrg file is contained in the directory: 

/awips/hydroapps/precip_proc/local/data/mpe/qpe_sbn
The generated output file is stored in a holding directory until the user interactively decides to transmit the product over the SBN.  These additional GRIB output files are placed in the directory:

 /awips/hydroapps/precip_proc/local/data/mpe/qpe_grib_sbn

This second GRIB product is encoded with a sub-center identifier based on the token awips_rfc_id.  The transmit_rf_qpe script discussed below processes the requests to transmit these scripts.  
An environment variable, grib_set_subcenter_0, is defined internally within the script and read by the gribit application.  It is used to define the subcenter value, which dictates whether the GRIB is “local” or from an “RFC”.  For “local” grids, this token is set to “on”; for RFC grids, it is set to “off”.
The parameters encoded in the GRIB file define the product contents in important ways.  For the non-local QPE products, the following key parameters are defined as follows:


· center identifier  - Table 0; set equal to 9.

· sub-center identifier – Table C; set equal to 150 thru 162, depending on the RFC

· generating process code – Table A; set equal to 152 for “StageII” generation
· parameter – Table 2; set equal to 237 for 1-hour precipitation (QPE01)
4.1.4  Optional GRIB Destination

Another feature of the script is that the token mpe_send_grib can be locally set to initiate a locally-defined operation after creating a GRIB file.  One example is the transmission of the file to the NPVU. 
4.1.5 Log File

The log file for the script is located at:
/awips/hydroapps/precip_proc/local/data/log/mpe_fieldgen/process_grib_files.log 

This log file only retains the most recent entries; this is not a daily log file.

4.2 Operation of RFC transmit_rfc_qpe Script

This transmit_rfc_qpe script is located in the directory:

/awips/hydroapps/precip_proc/local/bin.

The script reads a directory dedicated to storing GRIB products created separately by the process_grib_files script, discussed above.  For every file located in the directory:

 /awips/hydroapps/precip_proc/local/data/mpe/qpe_grib_sbn

the distributeProduct script is invoked to send the product to the AWIPS NCF.  The product identifier used for the product is defined in the script in the variable PRODUCT_ID.  This value needs to be locally configured as discussed earlier.  
Note that many GRIB files can accumulate in this directory for many hours worth of MPE hourly grids.  When the transmit_rfc_qpe script is invoked via the MPE_editor interface, it sends all products in the directory, not just the directory for the currently selected hour period.  

After the products are sent, the GRIB files in the directory are removed.  Just in case these files are not removed, the purge_mpe_files script removes old files to ensure the directory files do not accumulate in excess.  This can happen if the RFC generates the GRIB SBN files, but decides to not send them.

For the script to consider transmitting files, two tokens must be properly defined, as also discussed earlier.  Specifically, the mpe_save_grib token should be set to save, and the mpe_send_qpe_to_sbn should be set to on.
The log files for this script are stored at: 


/awips/hydroapps/precip_proc/local/data/gen_areal_qpe/transmit_rfc_qpe_mmdd

This is a daily log file, where mmdd corresponds to the month and day.
4.3 Operation of WFO process_qpe_mosaic Script
The process_qpe_mosaic script is located in the directory:

/awips/hydroapps/precip_proc/local/bin

This script manages most of the processing of the RFC QPE products at a WFO.  It is run on a scheduled basis, typically every 15 minutes.  It decodes any recently received RFC QPE products by calling the special GRIB decoder StoreHydroGrids.  
These products from multiple RFCs are then mosaic’ed and cropped to match the WFO area.  This is done by the generate areal QPE application described in the next section.  The mosaic operation “stitches” the grids from adjacent RFCs to create a larger grid; the crop operation then “trims” this grid to fit the size of the WFO area.  For this step to be performed, the token mpe_generate_areal_qpe must be enabled.
The WFO area products are also encoded in GRIB and sent to the AWIPS GRIB decoder.  This allows the WFO-sized product to be displayed in the D2D application.  For this step to be performed, the token mpe_d2d_display must be enabled.  The complete process involves multiple steps.  The WFO-sized product is encoded in GRIB by the OHD gribit encoder, with the resulting file moved to the proper GRIBdecoder input decoder, and a notification message sent to the GRIB decoder indicating the new product is available.  
The GRIB sub-center of the local product is set to 0, which indicates that it should use the separately defined geographic area of coverage to map the product properly.  This area is the standard MPE rectangular area defined for the WFO MPE operations.

There are two local environment variables which control which netCDF files, encoded from the GRIB files, are considered.   These two variables are: RFC_LIST and DURATION_LIST.  They have default hard-coded definitions located near the beginning of the script.  As discussed in the earlier configuration section, these values need to be locally defined.
The log files for this script are stored at: 


/awips/hydroapps/precip_proc/local/data/log/gen_areal_qpe/process_qpe_mosaic_mmdd

This is a daily log file, where mmdd corresponds to the month and day.
4.3.1  StoreHydroGrids Decoder

The special decoder StoreHydroGrids is used to process ZETA98 files placed in the directory:

/data/fxa/Grid/SBN/HydroRaw

Files are placed here as per the local configuration defined in the file: 

/awips/fxa/data/acq_patterns.txt

StoreHydroGrids only accepts products configured in its grid table configuration file.  Typically these will only be those ZETA98 grids created at the RFC by the methods discussed in earlier sections.  These files contain the proper GRIB parameters that are recognized by the decoder.  For GRIB products without the proper parameter definitions or with any other issues, these products are redirected to the directory:


/data/fxa/Grid/SBN/HydroBad

Files placed here are eventually automatically purged.

GRIB products successfully decoded are stored as netCDF files in subdirectories located under the directory:


/data/fxa/Grid/SBN/netCDF/HRAP/QPE

4.3.1 Generate Areal QPE (GAQ) Application
This operation is performed by an application, not a script.  It processes data for all hours noted in the DURATION_LIST value and considers only products from RFCs specified in the RFC_LIST.

For WFOs whose MPE areas are covered by multiple RFCs, the RFC_LIST should contain each RFC.  The MPE area used by this GAQ application is the standard MPE area defined in a coordinate file specified by the tokens geo_data and st3_rfc.  Typically this is defined such that the coordinate file is:


/awips/hydroapps/lx/geo_data/xxx/ascii/coord_xxx.dat
For WFOs, the xxx is usually defined as “host”.

The application reads temporary netCDF files generated by the StoreHydroGrids application.  It mosaics and crops the files as needed and writes the output data to one of three dedicated directories in the OHD xmrg format.  These three directories are for the three durations it may consider depending on the DURATION_LIST.  Specifically, the general input and xmrg output directories are:

/data/fxa/Grid/SBN/netCDF/HRAP/QPE/…


/awips/hydroapps/precip_proc/local/data/mpe/rfcqpe01

/awips/hydroapps/precip_proc/local/data/mpe/rfcqpe06

/awips/hydroapps/precip_proc/local/data/mpe/rfcqpe24
These three output directories are available for use in OHD applications.  Output data grids are also written in GRIB format for local display in D2D.  These files are temporary and are written to:


/awips/hydroapps/precip_proc/local/data/mpe/rfcqpe_temp

The GAQ application uses a “mask” file to define which RFC has the geographic coverage of each single bin in the HRAP grid file.  This file is stored at:


/awips/hydroapps/precip_proc/local/data/app/gen_areal_qpe/national_hrap_rfc_mask

A.1  Processes and Log Files 

The RFC QPE to WFO process contains several steps, each of which must work correctly to achieve the end result, i.e. the display and use of the RFC QPE in D2D and other applications at the WFO.  The primary operational steps are listed below, grouped by whether they take place at the RFC or the WFO.  Each step is performed by the noted applications/scripts, with a log file(s) that can be inspected.  

	Application Name

(/a/h/pp=/awips/hydroapps/precip_proc)
	Log Files

	RFC Creation and Transmission of QPE across the SBN



	/a/h/pp/bin/mpe_fieldgen.LX
	/a/h/pp/local/data/log/mpe_fieldgen

RFCWyyymmddZ

	/a/h/pp/bin/process_grib_files
	/a/h/pp/local/data/log/mpe_fieldgen/
process_grib_files.log

	/a/h/pp/local/bin/transmit_rfc_qpe
	/a/h/pp/local/data/log/gen_areal_qpe/
transmit_rfc_qpe_MMDD

	/awips/fxa/bin/distributeProduct


	/data/logs/fxa/display/YYYYMMDD/
distributeProduct----
[on dx1 workstation]

	WFO Receipt, Storage, and Post-Processing of the RFC QPE



	/awips/fxa/bin/StoreHydroGrids


	/data/logs/fxa/YYYYMMDD/ 

StoreHydroGrids----
[on px1 workstation]

	/a/h/pp/local/bin/process_qpe_mosaic
	/awips/hydroapps/precip_proc/local/data/log/gen_areal_qpe
process_qpe_mosaic_MMDD

	/awips/fxa/bin/GRIBdecoder


	/data/logs/fxa/YYYYMMDD/

GribDecoder----
[on dx3 workstation)
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Figure 1. RFC QPE to WFO Process Flow Diagram
Appendix B.  RFC QPE to WFO Testing Instructions Test Steps
Refer to the local configuration section in the body of the document for setup information. 

1) RFC Processing:
1. Log onto the RFC test machine.

2. Start MPE Editor.

3. Verify that the Transmit Best Estimate QPE option on the MPE Control menu is selectable.  If it is not, then the mpe_send_qpe_to_sbn token is not set to ‘ON’.

4. Select an hour for which there are MPE data.  If there are no precipitation data, then the Draw Polygons tool can be used to create precipitation fields for testing purposes.

5. Save the MPE field as the Best Estimate QPE.  This is done by selecting Save Best Estimate Top from the MPEcontrol menu.

6. Select Transmit Best Estimate QPE from the MPE Control menu.  Look at the transmit_rfc_qpe logs to make sure that the Transmit Best Estimate QPE operation was successful.

2) WFO Processing:
1. Log onto the WFO test machine.

2. Start MPE Editor

a. From the MPEcontrol Choose Hour option, select the datetime and hour for which the RFC Best Estimate QPE was transmitted above.

b. Select the RFC QPE Mosaic option on the PrecipFields menu.  The transmitted RFC Best Estimate field should be displayed.  If the RFC QPE Mosaic option is not selectable, then the mpe_generate_areal_qpe token is not set to ON.
3. Start HydroView

a. Select the main menu option Map Data -> Best Estimate QPE.

b. Select the RFC as the source.

c. Leave the duration as 1 hour, and display as a grid.

d. Adjust the date accordingly.

e. Show the data.

4. Start D2D.

a. Select a Regional View.

b. Under the NCEP/Hydro->QPE menu, select 1hr RFC Local Mosaic.

c. Time step through the RFC Local Mosaics until the RFC Best Estimate QPE produced above in the RFC Side is found.
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