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1. INTRODUCTION
The AWIPS Integrated Hydrologic Forecast System (IHFS) database structure and the WFO Hydrologic Forecast System (WHFS) applications include an Alert/Alarm capability.  This Alert/Alarm functionality can be broken into the following primary components:

1) Functionality that allows the user to set the alert and alarm thresholds. (HydroBase application)

2) Data processing that identifies and stores data that exceeds these alert or alarm thresholds.  (ShefDecode, RateOfChange_Checker, ObsFcst_Monitor applications)

3) Data processing that purges old data that exceeded the alert/alarm thresholds (DatabasePurger and ShefDecode applications, ObsFcst_Monitor)

4) Functionality to view the stored alert and alarm data in a summary tabular format and graphically within a time-series context.  (HydroView application)

5) Capability to report selected alert/alarm data in a product.  This product can be sent to the text database and can be viewed or disseminated as desired.  (ReportAlarm application)

Included in the WHFS processing is processing for monitoring data that may exceed some alert or alarm thresholds, and processing for applying quality control checks to data.  Operations for both of these features require the comparison of the data value(s) with some predefined threshold.  When processing data, it makes sense from a speed/performance standpoint to perform the alert/alarm and QC operations together since both require the physical data and the threshold limits data to be read and compared.  Therefore, in the WHFS design, these two operations are usually done simultaneously.   Even though some of the functions mentioned later are also performing QC checking, this document only describes the alert/alarm operations.  The QC operations are described in a separate document.

This document describes the operational aspects of the four main components of the Alert/Alarm operations detailed above.  The diagram in Appendix A details the overall alert/alarm processing, including the component areas.  

2. 
DESCRIPTION OF ALERT/ALARM OPERATIONS
2.1  Setting Alert and Alarm Thresholds
A dialog window, Quality Control and Alert/Alarm Limits, is provided in the HydroBase Database Manager.  This dialog allows the user to set alert and alarm thresholds for any physical element at any location.  A sample view of this dialog display is seen in Appendix B.

The user has the option to set alert/alarm limits with two degrees of specificity.   The limits can set in a general level to apply to a specified physical element (PE), data duration, and time of the year, for all locations (i.e. default Limits).  Alternatively, the limits can be set in a very specific manner to apply to a specific location, physical element, duration, and time of year (i.e. location limits).  If a Location Limit is set for a particular location and physical element, that threshold overrides the Default limit for that physical element. Example displays of both default and location Limits are given in Appendix B.

These user defined limits are stored in two tables in the IHFS database.  The limits associated with a specific location are stored in the LocDataLimits table, while the Default Limits are stored in the DataLimits table. 

Currently, the WHFS supports three types of alert/alarm checking: 
· Range checks  - uses upper and lower limits to compare against given value

· Difference checks – uses thresholds to compare against the difference between observed value and forecast value

· Rate-of-change (ROC) checks – uses thresholds to compare against computed rate-of-change values within a given time series

The range limits are simply an exceedance (in comparison with upper and lower limit) limit that is applied to all incoming hydrometeorologic data being processed by the SHEF Decoder.  The rate-of-change limits refer to a unit/hour limit that is applied to data in specified observed value tables in the IHFS database, where each table is for a unique class of physical element values. The difference limit is applied to the difference between observed value and forecast value.
For each of these types of alert/alarm checking, the user can establish two separate warning levels - Alert and Alarm.  The Alert level is considered less serious than Alarm checking.

In summary, there are:

· Two modes of specificity for alert/alarm checking (i.e. default and location-specific),

· Three types of alert/alarm checking (range exceedance, exceedance of the diff limits, and rate-of-change exceedance)

· Two warning levels (alert and alarm) 
Additional types of alert/alarm checking can easily be added in the future.

2.2 Data Processing to Identify Alert/Alarm Data Conditions
As described above, the user sets three types of limits: value limits, difference limits and rate-of-change (ROC) limits as part of the Alert/Alarm operations.  The following describes the processes that handle the checking of data against these limits.

2.2.1 Value Range Checks
Value checks are performed by the SHEF Decoder against all incoming hydrometeorologic data.  Assuming the Apps_defaults token is set to ON, (shef_alertalarm = ON), the SHEF Decoder checks each incoming data value against the user-defined alert and alarm single value thresholds.  The actual limit that is applied to each piece of incoming SHEF data depends on the data that is in the LocDataLimits and DataLimits tables mentioned above and detailed below.  

As the data is processed by the SHEF Decoder, the LocDataLimits is searched for limits specified for the data value’s location, physical element, duration, and time.  If a location-specific limit is found in this table, then it is used in the value check performed by the SHEF Decoder.

If a specific location limit is not found, then the more general set of limits stored in the DataLimits table is searched.  This table is searched to see whether it has limits for the data value’s physical element, duration, and time.  The location is not considered when searching in this table.  If an entry for the data value’s physical element, duration, and time is found in the DataLimits table, then the location-independent general limit is used.  The effect is that the LocDataLimits table allows the user to override the general data limits for specific locations.

If neither a location-dependent (i.e. from LocDataLimits) nor a location-independent (i.e. from DataLimits) is found, then no limits are available and the limit tests are not performed.  For the searches of both tables, note that the limits are given not just for the physical element, but also for the duration, and for the time of year.  The time of year restriction allows seasonally-based limits to be defined.

In these two tables, a limit is assumed to be defined if a value is specified, as opposed to a null, or blank, value being specified.  Therefore, setting a limit to 0.0 does not deactivate the relevant test.  To turn off a given test, a blank value must be specified via the HydroBase application, which results in a null value being inserted into the database.

Note that when obtaining the limits for a given location, the applications will only use the limits in one of the two tables.  If a user defines a given test’s limit for a specific location, then a record will be created for that location in the LocDataLimits table, and that record may contain values for all limits, or for only some limits.  Anytime an application needs a limit, it first looks in the location-specific record for that location.  If the location is defined, but only some of its limits are specified, then for the other tests, it will not find the limit value.  In this case, the application will NOT attempt to search the general location-independent limits for the same physical element, duration, and time of year.  This allows the user to avoid performing these other tests for a location, while still performing certain tests.

Also note that changes to the value checks will not take affect until the SHEF decoder application is restarted.  This is because the SHEF decoder application buffers up the limit values in order to speed processing.  However, changes to the rate-of-change thresholds and diff thresholds will take effect the next time the rate-of-change checker application and obsfcst monitor application are executed respectively.
2.2.2 Rate-of-change (ROC) Checks
A scheduled cron job is provided as part of the standard WHFS installation to perform automated checks on the data.  A scheduled mode of checking is most relevant for checks which require multiple-values, whether they are for values for multiple times for one location, or for multiple locations for one time.  To do these checks as each value is posted would not make sense because the necessary data would generally not be available.  Also, it would be extremely burdensome because of the typically large throughput of data entering the IHFS database.  These automated checks include the ROC checks that are part of the alert/alarm operations.

A cron job approach recognizes that enough data values must be posted to provide enough values to properly perform the ROC checks.  The cron job that is executed is the script:

/awips/hydroapps/whfs/bin/run_alarm_whfs

This script operates by actually running two other scripts.  The first performs the automated checking of the data, for both alert/alarm monitoring and quality control.  The second is strictly for alert/alarm purposes; it generates and distributes a report of the current alert/alarm conditions and will be described later in this document.  The ROC checks are performed by the first script that run_alarm_whfs executes:

/awips/hydroapps/whfs/local/bin/run_roc_checker

This job performs rate-of-change checks for the observed physical element tables specified in the script, and is run at a specified frequency.  The default setting is to run the checks on the Height and Precipitation (type-source of PC data only) tables every 10 minutes, and considering the data for the previous 6 hours. The script invokes the roc_checker program for one table per execution.  Only data in the observed physical element tables are supported.  
The roc_checker program requires command-line input to define the database name and the physical element table to process.  In addition, the rate-of-change checker program supports optional arguments.  These include:

· Endtime given as a relative or absolute time; default is the current time

· Number of hours to process; default is 6 hours

· Specific location to process; default is all locations

· Specific physical element to process; default is all physical elements within the given physical element table

· Log error message level; default is to show all

· Data quality filter field; use GOOD data, or GOOD and QUESTIONABLE data; default is to use GOOD data only

An “application default” token also plays an important role in how roc_checker stores data values that fail the rate-of-change check.  The token “qc_questbad” is set to “B” or “Q”, indicating that the quality control setting for the individual value is set as BAD or QUESTIONABLE.  Note that even if the instruction is set to “B”, that the offending data value is stored in the physical element table; it is not moved to the RejectedData table.  If the token value is not specified, the program uses a default value of “B”.
The roc_checker program usage is given below, as excerpted from the run_roc_checker script.  It describes how to call the roc_checker program including the required and optional arguments, followed by some sample calls:

# program usage:

#

# roc_checker ‑d<database> ‑t<table>   <‑‑required args

#  database   : name of database, supplied by script

#  table      : name of the table whose data will be reviewed.  The names are

#               one of the following tables in the Informix database which

#               contain observed data: agricultural, discharge, evaporation, 

#

    gatedam, ground, height, ice, lake, moisture, curprecip,

#               precip, pressure, procvalue, radiation, snow, temperature,

#               weather, wind, yunique

#

# optional args: 

#  ‑h<endtime> : default=current system time; can specify time as 1‑4 digit 

#                number which is the numbers of hours preceding the current

#                time, or an absolute time can be specified in the format

#                yyyymmddhh.

#  ‑n<numhrs>  : default = 6 hrs; defines the starting time as the given 

#                          number of hours before the ending time

#  ‑l<lid>     : default = all stations; can specify single station id

#  ‑p<pe>      : default = all SHEF pe codes; can specify single SHEF pe code

#  ‑err        : default = show all messages; if arg specified, only err

#                    
   Mgs written

#  ‑u<G | GQ>  : type of data used in quality code checks.

#                'G' denotes the use of "good" data;    

#                'GQ' denotes the use of "good questionable" data;

#                default = 'G' ("good data").

$WHFS_BIN_DIR/roc_checker$OS_SUFFIX ‑d$DB_NAME ‑theight      >> $LOGFILE

$WHFS_BIN_DIR/roc_checker$OS_SUFFIX ‑d$DB_NAME ‑tprecip ‑pPC >> $LOGFILE

The roc_checker application checks data for the specified table against the alert and alarm ROC limits found in the LocDataLimits and DataLimits tables.  Just as in the value checks, the location specific limits in LocDataLimits take precedence over the general ROC limits in the DataLimits table.  

The absolute value of the rate-of-change is what is used to compare to the threshold.  This allows for negative rate-of-changes to be identified, in addition to positive rate-of-changes.
2.2.3 Diff Checks
A scheduled cron job is provided as part of the standard WHFS installation to perform automated diff checks on the data. The cron job that is executed is 
     /awips/hydroapps/whfs/bin/run_obsfcst_monitor

# Command line arguments to the program obsfcst_monitor
DATABASE_NAME=$DB_NAME

LOCATION_FILTER=hsa

BASISTIME_LOOKBACK_HRS=48

VALIDTIME_LOOKBACK_HRS=12

MATCHING_VALID_TIMEWINDOW_MINS=120

# obsfcst_monitor -d dbname -f location filter  -t forecast table name

#                 -b basis time lookback hrs -v valid time lookback hrs

#                 -w matching valid time window in mins

$WHFS_BIN_DIR/obsfcst_monitor.LX -d $DATABASE_NAME -f $LOCATION_FILTER -t FcstHeight -b $BASISTIME_LOOKBACK_HRS -v $VALIDTIME_LOOKBACK_HRS -w $MATCHING_VALID_TIMEWINDOW_MINS

ObsFcstMonitor monitors the difference between forecast and observation data against the alert and alarm difference limits found in the LocDataLimits and DataLimits tables. Just as in the value checks, the location specific limits in LocDataLimits take precedence over the general diff limits in the DataLimits table.  

2.2.4 Storage of Data
The initial and normal destination for data processed by the SHEF decoder is a set of tables referred to as the physical element (PE) tables.  These are the primary tables in which all operational hydrometeorological data are stored.  
The data are then subject to a series of QC checks and also alert/alarm checks, as described above.

As data are identified that exceeds the alert/alarm thresholds in the value checks, a copy of the data are stored in the AlertAlarmVal table in the IHFS database.   The data stored in the AlertAlarmVal table has all the attributes of the data stored in the PE tables, but also specifies whether the data value exceed the alert or the alarm limitation and whether it was greater than the upper limit, lesser than the lower limit value, or exceeds the thresholds for the difference check or rate-of-change check.  These data are generally kept in the IHFS database for a short period; this is configurable by the user.
Data that fail the QC checks are handled differently from those that fail the alert/alarm checks.  No data failing QC checks are copied to any table.  If the value is BAD, the value may be moved to a separate table; if the value is QUESTIONABLE, then it always remains in the original physical element table where it is stored.  In all cases of data failing a QC check, the quality code attributes are modified to indicate the failure.  
In the case of data failing gross range checks, which deems it a BAD value, the value either remains in its original table or is moved to the RejectedData table.  This behavior is controlled by the value of the token, shef_post_baddata, which has two possible values: PE or REJECT. 
In the case of data failing the rate-of-change check, the quality code is modified, but the value remains in the physical element table, even if the qc_questorbad token dictates that the value should be considered BAD.

All other QC checks, such as the reasonable range check and the difference check, can not result in the data being considered BAD; these checks can only result in QUESTIONABLE or GOOD values.

2.3 Purging Old Alert/Alarm Data
The AlertAlarmVal table does not keep alert/alarm data forever.  Two processes result in the data being purged from the table on a regular basis.  The first process, is the DatabasePurger (a.k.a. db_purge) application which runs on a cron schedule, typically scheduled for once a day.  It removes data records according to retention criteria configurable at each office.  Records that have a posting time older than some defined interval, such as 24 hours, are deleted from the table.  

The other process is the ShefDecode and obsfcst monitor application which has a special feature for purging old forecast data.  Specifically, each time the SHEFdecoder ingests forecast data, it invokes a special operation that deletes alert/alarms of "old" forecast data, based on the forecast basis time (i.e. the time of creation of the forecast).  This approach ensures that alert/alarms based on multiple forecast issuances or old forecast issuances are not retained, which would be confusing. 

When purging the old alert/alarms, this function deletes all forecast data, for each unique location-physical element-duration-typesource combination, which does not match the latest forecast basis time for the unique combination.  This feature method handles deletes of the multiple basis times that may be in the alert‑alarm table (for a given combination).  It also makes sure the basis time issuance that is remaining is the latest one.  This is done by checking what is in the appropriate master forecast physical element table (i.e. Fcstheight, Fcstprecip, etc.). ObsFcstMonitor purges the forecast data as shefdecode but only the records that are created to show the diff exceedence.
At one time in its history, this function only purged the old forecast data if the new forecast data resulted in an alert/alarm condition.  However, it was possible that if subsequent forecast issuances do not result in an alert/alarm condition, then the earlier forecast issuance’s alert/alarm data may still be in the alert/alarm table.  Therefore, the possibility of superceded alert/alarm data should be considered when reviewing the data.  Now, old forecast alert/alarms are purged, regardless of whether there are new alert/alarms detected.

Also, this function only purges alert/alarms for threshold limit(upper, lower, diff limit) exceedance; it does not purge any old rate-of-change alert/alarms.   There is the possibility of rate-of-change alert/alarms that have been superceded.
2.4  Viewing the Alert/Alarm Data
The user can view the data that have exceeded alert and alarm thresholds based on value (upper, lower limits), diff limit and rate-of-change utilizing the HydroView Data Viewer.  A new Alert and Alarm Data dialog allows the user to view this data.  The user can sort data by time or location.  The user can filter the data by observation/forecast/both, alert/alarm/both, and upper limit/lower limit/diff limit/rate-of-change/All.  The user-set alert/alarm limits are provided for reference and the user can jump directly to the Time Series functionality to view the data within its time series context easily.  Several examples of the Alert/Alarm displays in Hydroview are included in Appendix B.

2.5  Reporting the Alert/Alarm Data
As discussed in 2.2.2 above, the run_alarm_whfs script executed via the cron simply call two scripts.  This relationship is graphically depicted below:

/awips/hydroapps/whfs/bin/run_alarm_whfs

> /awips/hydroapps/whfs/local/bin/run_roc_checker

> /awips/hydroapps/whfs/local/bin/run_report_alarm

The first script called is the run_roc_checker.  Once the roc_checker has finished, the run_report_alarm script is called. It generates a report file of the current alert/alarm conditions, and by default, distributes this report to the text database.  Although the basic function of the report_alarm is simply to query the data exceeding alert/alarm thresholds stored in the AlertAlarmVal table and produce a report, the run_report_alarm script is highly configurable by the user.  The configuration options for the reporting function are given below, as excerpted from the run_report_alarm script.

The report_alarm program provides different reporting modes to allow the user to write to the generated report file only those reports they are interested in.  Some of the modes use different methods for providing a balance between reporting too much or too little information.  Because there is no way for a user to formally acknowledge an alert/alarm, the modes are limited in how they provide the proper balance.  

There are eight alert/alarm modes that the report_alarm program can use.  Listed roughly in their order of sophistication, the modes are:
· ALL

· UNREPORTED

· RECENT

· NEAR_NOW

· LATEST_MAXFCST

· NEAREST

· FRESH

· NEW_OR_INCREASED. 

The ALL and UNREPORTED are very simple modes; all means all and unreported means unreported.  These modes are handled easily by filtering the retrieved data when it is read from the database. 
RECENT and NEAR_NOW are also simple modes.  RECENT means recently posted, NEAR_NOW means observed or forecast data near now.  
NEAREST is also straightforward, in that it reports the nearest observed of forecast data, in terms of time. LATEST_MAXFCST reports the latest (i.e. nearest) observed data, but unlike the NEAREST mode, reports the maximum forecast value.

FRESH and NEW_OR_INCREASED use the most complex concepts.

Alerts and alarms are identified by monitoring programs and stored in the AlertAlarmVal table in the IHFS database.  The report_alarm application reads this table and groups the alert/alarm records according to their location-physical element-typesource (lid-pe-ts) identifiers, where the physical element and type-source follow the SHEF convention. Each of these groups is processed according to the rules associated with one of the eight alert/alarm modes.

Each alert/alarm record in the AlertAlarmVal table includes a valid time and action time, which are used to determine whether or not to “report” the alert/alarm in the file created by the report_alarm application.  For observed data, the valid time is the observation time, while for forecast data the valid time is the time for which the forecast applies.   Action time is the time an alert/alarm entry was reported to the generated report file by the report_alarm program.  The action time is updated when an entry passes the report mode criteria and is in the generated report file.  The following modes do not consider the action_time: ALL, RECENT, NEAR_NOW, NEAREST, LATEST_MAXFCST; the other modes do consider the action_time: UNREPORTED, FRESH, NEW_OR_INCREASED

Other times stored in the AlertAlarm table include the basis time, used only for forecast data, the posting time, which is the time that an alert/alarm entry was written into the AlertAlarmVal table,and the product time.  Neither the basis time, posting time, nor product time are used by report alarm to determine whether or not to report an nor the product time is use

Some of the modes expect the alert/alarms in a certain order when processing the reports.  For observed data, alert alarm entries are processed in order of descending valid time (from most recent to earliest).  For forecast data, alert alarm records are searched in order of ascending valid time (from earliest to most recent).   All entries for forecast data that are in the AlertAlarmVal table are considered for inclusion in the generated report, including entries with a forecast valid time before the current time.
2.5.1  ALL Mode

Creates a report in the report file for all alert/alarm entries that are in the AlertAlarmVal IHFS database table.  As with any reported entry, the action time for the entry is updated.
2.5.2  UNREPORTED Mode

In this mode, reports are generated for any unreported alert/alarm entries in the AlertAlarmVal table.  If the action time is not set, then the entry has never been reported, and is reported when in this mode.
2.5.3  RECENT Mode

Posting time is used for both forecast and observed data.  The posting time of each alert/alarm entry in the AlertAlarmVal table is compared to the current time minus the number of user-specified minutes (posting time > current time - minutes).  If the posting time is more recent than this time, then an alert alarm report is created for the alert/alarm.  There can be more than one alert/alarm report per lid-pe-ts group generated in this step.
2.5.4  NEAR_NOW Mode

The valid time of the alert/alarm entries in the AlertAlarmVal table (per lid-pe-ts group) are used for observed and forecast data types.

For observed data, if the valid time of an alert/alarm entry is more recent than the current time minus the user specified period in minutes (valid time > current - minutes), then an alert/alarm report is generated.

For forecast data, if the valid time of a forecast alert/alarm entry is older than the current time plus the user specified period in minutes (valid time < current + user minutes), then an alert/alarm report is generated.

There can be more than one alert/alarm report per lid-pe-ts group generated in this mode.

2.5.5  LATEST_MAXFCST Mode

For observed data, for each lid-pe-ts group, the AlertAlarmVal table alert/alarm entry with the most recent valid time (i.e. the most recent observation time) is found and an alert/alarm report is created for it.

For forecast data, for each lid-pe-ts group, the AlertAlarmVal table alert/alarm entry containing the maximum forecast value is retrieved and an alert alarm report is generated for it.
2.5.6  NEAREST Mode

For a given lid-pe-ts group, this mode reports the most recent observation-based (most recent valid time) alert/alarm entry or the earliest forecast-based (the earliest valid time) alert/alarm entry in the AlertAlarmVal table.

At most one alert/alarm report per lid-pe-ts group is generated in this step.
2.5.7  FRESH Mode

For observed data, the most recently-generated alert/alarm report for the lid-pe-ts group being processed is found from the report’s action time.  The valid time for this report is noted as the previous report valid time.  The previous report valid time is set to zero if no previously-generated report exists.  Each observation-based alert/alarm entry in the AlertAlarmVal table belonging to the lid-pe-ts group is checked against this time.  If the valid time of an alert/alarm entry is greater than the previous report valid time plus the user specified number of minutes (valid time > previous report valid time + user-specified minutes), then a report is generated for that entry.
There can be multiple alert/alarm reports per lid-pe-ts group generated for observed data.  This mode behaves as a reminding mode, where a single report can be generated initially and then after some time has passed.

For forecast data, the alert/alarm entry in the AlertAlarmVal table containing the maximum forecast value for the current lid-pe-ts group is found. The time this alert/alarm was previously reported, if it has been at all, is noted as the maximum forecast report time.  This time is found from the action time value.  If this maximum forecast time is earlier than the current time minus the user specified number of minutes (maximum forecast action time < current time - user specified minutes), then a report is generated and the AlertAlarmVal table is updated.  If the alert/alarm entry containing the maximum forecast value has not been previously reported, then a report is created.

Only one alert/alarm report per lid-pe-ts group is generated for forecast data in the FRESH mode.  Multiple reports can not be generated because only the maximum forecast value is noted.

2.5.8  NEW_OR_INCREASED Mode

The most recently reported alert/alarm in the AlertAlarmVal table is found for the lid-pe-ts group being processed.  The posting time and value of this report are saved.  These are tagged as the previous posting time and previous value. 

For the lid-pe-ts group, the AlertAlarmVal table is searched for alert/alarm entries which have not yet been reported. When found, each entry’s posting time and value is compared with the previous posting time and value. If the posting time of the entry is greater than the previous posting time plus the user specified minute duration (posting time > prev posting time + user minutes), then an alert/alarm report is generated for it. If the entry’s value is greater than the previous value, then an alert/alarm report is created for it.

Multiple alert/alarm reports can be generated within this mode.
2.6  Report_alarm Program Usage
The arguments that must be passed into the run_report_alarm program are described below.  The database and product identifier arguments are mandatory. The arguments include traditional filter options such as the physical element (PE) filter, and the alert/alarm type filters.  When processing the reports, these two filters are applied first.  Any remaining alert/alarm entries are then processed based on the report mode. The report mode and minutes duration arguments control how the multiple events are summarized.   To include detailed information in the logs, a verbose option is included.
# program usage:

#

# report_alarm ‑d<database> ‑p<product_id>                    <‑‑required args

#              ‑f<alertalarmfilter>                           <‑‑required args
#              ‑r<report_mode> ‑s<file_suffix> ‑m<minutes>    <‑‑ opt args

#              ‑e<PEfilter>   -v                              <‑‑ opt args

#

#  database    : name of database, supplied by script

#

#  product_id  : nine‑character product_id, used to set the output filename

#                and for sending the product to the text database

#                !!!!!!  THE LOCAL OFFICE SHOULD SET THIS ACCORDINGLY !!!

#
#  alertalarmfilter : Set of characters which instruct the program to only 
#  


consider certain types of alert/alarms for reporting.
#
#   O ‑ Read observed alert/alarms, which has a type‑source of either R* or P*

#   F ‑ Read forecast alert/alarms, which has a type‑source of either F* or C*
#
#   R - Read rate-of-change alert/alarms.

#   U - Read upper limit alert/alarms.

#   L - Read lower limit alert/alarms.

#   D - Read diff limit alert/alarms.
#
#   M - Read alarm data.

#   T - Read alert data.
#   e.g.: ‑fORT == process observed rate‑of‑change alerts only. 
#

#  If O and F are both not specified, both are included by default.  
#  If T and M are both not specified, both are included by default. 

#  TM by default and assumes both T and M are desired. If R, U, L, and D are 

#  all not specified, it includes RULD by default and assumes all are desired.
#
# NOTE!!! The application has a bug which requires at least one character to 

#         be specified, but no more than 6 characters. 

#         The default should be –fOFRULDMT, but is actually –fF.
#         To include all reports (i.e. no filter), use –fOF or –fTM.
#         By avoiding specifying redundant codes, the 6 character limit
#         can easily be accommodated.
#
# optional args:
#
#  pe_filter : Filter of the two-character physical element to consider.

#

#  report_mode : reporting mode, set to one of the following:

#   ALL , RECENT, NEAR, LATEST_MAXFCST, UNREPORTED, NEAREST, FRESH,
#   NEW_OR_INCREASED
#

#   minutes : the number of minutes used for time window purposes in

#             the reporting modes: RECENT, NEAR_NOW, FRESH, NEW_OR_INCREASED.

#

# file_suffix : string appended to the end of the product id to form 

#               the output file name.  the file suffix is set by this script

#               to be based on the system time.                          

#
#        v : verbose. Includes more details in report.
#
  Appendix A. Diagram of Alert/Alarm Operations in WHFS

(Note that this diagram does not shows the QC Operations, which can include the RejectedData table being written to by the SHEFdecoder or roc_checker)
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 SEQ CHAPTER \h \r 1Appendix B.  Example Alert/Alarm Displays from WHFS Applications
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Figure B-1.
HydroBase QC/Alert/Alarm Limits Manager window, with Location Limits Displayed
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 SEQ CHAPTER \h \r 1Figure B-2.  HydroBase QC/Alert/Alarm Limits Manager window, with Default Limits Displayed
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 SEQ CHAPTER \h \r 1Figure B-3. HydroView Live Data, Alert and Alarm Data Window
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