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Introduction

Rivdat version 4.0 is the national baseline software for generating image and text files from the IHFS database for use with the national AHPS web pages.  This version is a consolidation of all previous rivdat, RiverDat and RiverDat+ software.   These instructions apply to offices upgrading from previous renditions of the aforementioned software and for offices installing the software for the first time.  For sites already running previous versions of rivdat, this release will install over that software without overwriting the rivdat configuration files.  The rivdat software configuration is backwardly compatible with all rivdat 2.0 or higher versions.  This version is not backward compatible with configurations or versions prior to 2.0.

The hydrologic applications support group (WHFS Support Group) was asked to provide a level of national support for rivdat 4.0.  As part of the install process, we ask you to change ownership of the applications to oper and move the rivdat cron jobs to the oper crontab.  The hydrologic applications on AWIPS are owned by oper, and as such, we have a level of control over oper processes that we do not have over other processes.  This is why we have asked you to make these changes.

Pre-install Instructions

Ensure that the zero datum, USGS ID and proximity fields are populated properly for gages being used on the AHPS web site.

Installing the software

NOTE: These installation instructions will place the rivdat software in the  /awips/dev/localapps/rivdat directory tree.   If you have installed previous versions of the software in a different directory, please make note of that directory when copying configuration files to the rivdat 4.0 directory structure.

For this part of the installation you will need root permission.  Consult your ESA and/or ITO for at least this part of the installation and configuration.  For questions and issues arising during the installation process, please contact:

Jeff Zimmerman - jeff.zimmerman@noaa.gov; (301) 713-0624 x153

Ken Mack - kenneth.mack@noaa.gov; (301) 713-0624 x160

Ernie Wells - ernie.wells@noaa.gov; (301) 713-0624 x133

Monica Schmitt - monica.schmitt@noaa.gov; (301) 713-0624 x148

Installation Procedures for DS1
1.
Obtain a copy of the tared and gziped file rivdat.4.0.3.tar.gz from the LAD, and place it in the /tmp directory of DS1.

2.
 Login to AWIPS DS1 as user root.

3.
If you are installing over an existing rivdat implementation, make a backup of your current rivdat software by moving it to another location as follows:

cd  /awips/dev/localapps

mv  rivdat  rivdat.old

4.
Un-tar and Un-gzip the installation file

cd /tmp

gunzip -c rivdat.4.0.3.tar.gz  |  tar xvf - 

Note that there is a space between the xvf and the hyphen (-).  This will create the /awips/dev/localapps/rivdat directory, with a number of subdirectories containing the software.

5.
Log out as root, set user to fxa, and issue the following commands:

cd /awips/dev/localapps/

chmod 777 /awips/dev/localapps/rivdat/logs/

chown -R oper:users rivdat
The following information will appear on the screen as a result of the chown command:

rivdat/src/gd: Not owner

rivdat/src/zlib‑1.1.4: Not owner

rivdat/src/zlib‑1.1.4/zlib.h: Not owner

rivdat/src/libpng: Not owner

rivdat/src/gdchart0.10.1dev: Not owner

The change in owner is being done to facilitate running the rivdat programs as part of the oper crontab.  The above messages are to be expected and require no additional action.
Configuration

You must configure the following programs and configuration files before running the software:

hydrographs.ksh

rivdat (rivdat_xxx.cfg)

put_graphs.pl or ftp_directory.pl (ftp_xxx.cfg)

crlo_hist.pl

run_crlo.ksh

Hydrographs.ksh Configuration

The hydrographs.ksh script is the script which launches the rivdat software.  You should be able to use it with minimal or no changes.  This script will automatically determine which computer you are running the software on (HPUX or LINUX) and launch rivdat appropriately.   Currently, there are two entries for Command Line Switches at the top of the script:

COMMAND_LINE_SWITCHES=(-c -l -e(
COMMAND_LINE_SWITCHES=(-c -l(
Delete the first COMMAND_LINE_SWITCHES entry, and leave the second one intact, so that it reads as follows:

COMMAND_LINE_SWITCHES=(-c -l(
See the section on the command line switches in the software documentation for additional information. 

There are two different programs available to transfer the files generated by rivdat to the regional web server.  Both have been made available as they are both currently in use in different NWS regions.  You may select the one you wish to use by commenting in/out the DATA_XFER_PROGRAM entry for the appropriate data transfer program.   You will need to configure the data transfer program you select.  The default is ftp_directory.pl and requires configuration in the ftp_xxx.cfg file, as well as setting the firewall name in the ftp_directory.pl script (see ftp_directory.pl configuration section below).  The other transfer program, put_graphs.pl, requires configuration within that file (see put_graphs.pl configuration section below).

In summary, to edit the hydrographs.ksh file:

1.
Login to any workstation or DS1 as user oper.

2.
Go to the rivdat scrips directory:

cd /awips/dev/localapps/rivdat/scripts

3.
Edit the hydrographs.ksh file. 

4.
Delete the first command_line_switch entry, which includes the -c, -l, and -e options.

5.
Edit the (DATA_XFER_PROGRAM variable by commenting out the one you don(t want to use and un-commenting the one you do wish to use.

The syntax for executing the hydrographs.ksh script is as follows:

hydrographs.ksh  rivdat_config_file_name  primary[backup]  [now] [siteid]

where:

rivdat_config_file_name = file name of the rivdat configuration file in the /awips/dev/localapps/rivdat/config directory

primary[backup] = set to primary and the script will always run.  Set to backup and the script will only run if the /awips/dev/localapps/rivdat/logs/backup_flag file exists (i.e. you are supporting service backup).

[now] = optional parameter that tells the script to run now.  If omitted the script will pause 120 seconds before running (this is used when running from an Informix trigger of a SHEF product to allow the SHEF decoder to store the data in the database before running rivdat).

[siteid] = Optional parameter that contains the site id or other word that is used as part of the ftp_directory.pl configuration file name as ftp_siteid.cfg.  Also used as the put_graphs.pl site id for service backup.  If running for your backup site, this parameter should be included.

The hydrographs.ksh script may be run from the command line, from a cron (normally once an hour) and/or on a database trigger (e.g. when shef encoded forecasts or data arrive). 

Note for Southern Region Offices: You should comment out both the DATA_XFER_PROGRAM lines, and modify the hydrographs.ksh script to accommodate the regional use of rsynch as the data transfer methodology.  Southern Region will be providing instructions on the necessary modifications.

rivdat Configuration (rivdat_xxx.cfg)

You will need to create a configuration file for the rivdat program for your site.  This file defines the gages for which to generate images and text files, and provides control over the appearance of the images. A sample configuration file, rivdat_xxx.cfg, can be found in the /awips/dev/localapps/rivdat/config directory. 

If you are installing rivdat for the first time, make a copy of the rivdat_xxx.cfg file, changing the name so xxx becomes your site id.  Then edit the file using the information in the rivdat software documentation:

1.
Login to a workstation or server as oper

2.
cd /awips/dev/localapps/rivdat/config.

3.
cp rivdat_xxx.cfg  rivdat_sss.cfg (where sss is your 3-character site id)

If you are already running rivdat, the existing configuration file can be used.  Go to the backup directory which was created in the first part of the installation(/awips/dev/localapps/rivdat.old/config.  Copy the configuration file to the /awips/dev/localapps/rivdat/config directory.   Change the name to rivdat_sss.cfg (where sss is your site id).  Rivdat version 4.0 contains additional keywords you may wish to take advantage of.  See the full rivdat documentation for details. You may also need to copy the /awips/dev/localapps/rivdat.old/config/disclaimer.txt file(s) to the /awips/dev/localapps/rivdat/config directory:

1.
Login to a workstation or server as oper

2.
cd /awips/dev/localapps/rivdat.old/config
3.
cp rivdat.cfg. /awips/dev/localapps/rivdat/config/rivdat_sss.cfg
4.
cp disclaimer.txt /awips/dev/localapps/rivdat/config/
where sss is your 3-character site id.

put_graphs.pl Configuration

If you or your region has selected put_graphs.pl as the data transfer software to use, you will need to configure it to run. (Central Region offices should use put_graphs.pl as the data transfer software). Configure put_graphs.pl as follows:

1.
Login to a workstation or DS1 as oper.

2.
cd /awips/dev/localapps/rivdat/scripts
3.
Edit the put_graphs.pl script in this directory

4.
In the (Site Configuration Section( change the $password =  variable to contain your office(s password for entry into the regional AHPS web server.

5.
Change the $login=  variable to contain your login user and ip address of your regional AHPS web server.  For Central Region sites, the entry should look like:

$login = (wwwxxx/@taz.crh.noaa.gov(
where xxx is your 3-character site id.

6.
Change the $primary_dest_dir=  variable to contain the destination directory of your site(s rivdat home directory on the AHPS web server. The distribution contains the format for  Central Region offices:

  $primary_dest_dir= (/www/xxx/ahps/RiverDat(
 where xxx is your site id.

7.
Change the $backup_dest_dir=  variable to contain the destination directory of your primary backup site(s rivdat home directory on the AHPS web server.  The distribution contains the format for Central Region offices:

  $backup_dest_dir= (/www/bbb/ahps/RiverDat(
 where bbb is your backup office(s site id.

8.
At the end of the file is a the subroutine send_files.  Within this routine there is a line which reads:

                unlink($src_file);                              # remove file from LDAD hopper

Place a pound sign (#) at the beginning of this line to comment it out.  The unlink action removes the data files from the directories on the AWIPS immediately after they are transferred to the regional servers.  This action leaves no data behind to support troubleshooting activities.  In order to support troubleshooting efforts, the data files are a desirable item to have.

ftp_directory.pl Configuration 

If you have selected ftp_directory.pl (default) as the data transfer software to use, you will need to configure it to run.  (Western Region offices should use ftp_directory.pl as the data transfer software). Configure ftp_directory.pl as follows:

1.
Login to a workstation or DS1 as oper.

2.
cd /awips/dev/localapps/rivdat/scripts
3.
Edit ftp_directory.pl.  On the line my $FIREWALL = (gw_xxx( 
 insert your site id in place of xxx

4.
cd /awips/dev/localapps/rivdat/config
5.
mv ftp_xxx.cfg  ftp_sss.cfg
where sss is your site id

6.
Edit ftp_sss.cfg

where sss is your site id

7.
In the IP_ADDRESS column, insert the ip address of your regional AHPS web server in all rows.

8.
In the USR column, insert your user login for the regional AHPS web server in all rows

9.
In the PASSWORD column, insert your password for the regional AHPS web server in all rows.

9.
You should not need to change the entries in the SOURCE_DIRECTORY column.

10.
In the DESTINATION_DIRECTORY column, change to the destination for the rivdat files on the regional AHPS web server.  The entry in the distribution file is the format for the Western Region AHPS web server, where xxx is your site id.  Additional entries may be needed for crest and low water data.

crlo_hist.pl and run_crlo.ksh Configuration

The crlo_hist program retrieves high and low water events from the IHFS database and puts them in a text table which is sent to the regions AHPS Web Server.  To support execution of the routine by the user oper, the directory path for the sqlcmd command must be explicitly identified within the script.  The following line occurs twice in the crlo_hist.pl script:

$dbaccess= "sqlcmd ‑d $database ‑f $sqlfile >$raw"; #Run sql command thru dbaccess

Both occurrences of this line should be edited to read:

$dbaccess= "/usr/local/sqlcmd/bin/sqlcmd ‑d $database ‑f $sqlfile >$raw"; #Run sql command thru dbaccess
The rivdat_sss.cfg (where sss is your 3-character site id) file must be configured and contain the keywords TOP_CRESTS and LWATER_EVENTS for each gage from which crest and low-water data is desired.  See the rivdat documentation for details on these keywords.

The crlo_hist.pl program is run from the run_crlo.ksh command.  The crlo_hist program can be run manually right after low and high water impacts have been updated in the IHFS database, but in the instance an office forgets to do a manual update, this program should be set up to automatically update on a weekly or monthly basis.   A crontab entry for this can be found in the Running the software section below.  The format of the command line is as follows:

run_crlo.ksh rivdat_config_file_name   (Where rivdat_config_file_name is your rivdat config file e.g. rivdat_lsx.cfg)

Testing the installation and configuration

Test the software to insure it runs properly:

Test primary mode:

1.
Login to DS1 as oper.

2.
Run the hydrographs.ksh script for your site using the following command:

/awips/dev/localapps/rivdat/scripts/hydrographs.ksh rivdat_sss.cfg primary now
where sss is your site id

3.
The program should run and after time complete.  Check the hydrographs.ksh.log file in the /awips/dev/localapps/rivdat/logs directory for errors.

Test backup mode:

4.
Set to backup mode by running the following command:

/awips/dev/localapps/rivdat/scripts/start_service_backup.ksh
This will set the /awips/dev/localapps/rivdat/logs/backup_flag

5.
Run the hydrographs.ksh script for your backup site.using the following command:

/awips/dev/localapps/rivdat/scripts/hydrographs.ksh rivdat_bbb.cfg backup now
where bbb is your backup site id

6.
The program should run and after time complete.  Check the rivdat.log file in the /awips/dev/localapps/rivdat/logs directory for errors.

7.
Return to normal mode using the following command:

/awips/dev/localapps/rivdat/scripts/end_service_backup.ksh 

Test crlo_hist.pl and run_crlo.ksh scripts

8.
Test the crlo_hist.pl and run_crlo.ksh scripts using the following command:

/awips/dev/localapps/rivdat/scripts/run_crlo.ksh rivdat_sss.cfg 

where sss is your site id

Running the Software

Under normal operational conditions, the rivdat software should be executed as part of the oper crontab on ds1.

Running from the cron
The hydrographs.ksh script should be run once an hour from the cron using the following instructions:

1.
Log in to DS1 as oper.

2.
cd /awips/hydroapps/whfs/local/bin
3.
Edit the /awips/hydroapps/whfs/local/bin/whfs_crontab_ds1 file.  Add the following entries to the bottom of the file:
# run rivdat for your site in primary mode (make sure to replace both instances

# of "xxx" with your site ID).

25 * * * * /awips/dev/localapps/rivdat/scripts/hydrographs.ksh rivdat_xxx.cfg primary now > /awips/dev/localapps/rivdat/logs/rivdat_xxx.log 2>&1

#

# run rivdat for your backup site in backup mode (make sure to replace

# all 3 instances of "bbb" with your site ID).

55 * * * * /awips/dev/localapps/rivdat/scripts/hydrographs.ksh rivdat_bbb.cfg backup now bbb > /awips/dev/localapps/rivdat/logs/rivdat_bbb.log 2>&1

#

# run crlo_hist.pl once a week to capture changes to crests and low water (replace xxx with your #site id)

40 03 * * 3 /awips/dev/localapps/rivdat/scripts/run_crlo.ksh rivdat_xxx.cfg > /awips/dev/localapps/rivdat/logs/crlo_xxx.log 2>&1
Note that these crontab entries will execute the hydrographs.ksh script for your site and for your backup site each hour.  However, unless the /awips/dev/localapps/rivdat/logs/backup_flag is set, such as when you are providing service backup, your backup site run will not actually do anything.

4.
Execute the following sequence of commands:

crontab -r
crontab whfs_crontab_ds1
These actions will remove the existing oper crontab, and replace it with an updated cron tab which includes the Rivdat routines.

5.
The oper crontab needs to be placed in the appropriate location so that it will be recognized if there is a fail-over to DS2.  Switch user to root.

6.
As the root user:

cd /awips/hydroapps/whfs/local/bin
7.
Execute the following sequence of commands:

cp whfs_crontab_ds1 /etc/cmcluster/crons/oper/ds1.dsswap
cp whfs_crontab_ds1 /etc/cmcluster/crons/oper/ds2.dsswap
rcp whfs_crontab_ds1 ds2:/etc/cmcluster/crons/oper/ds1.dsswap
rcp whfs_crontab_ds1 ds2:/etc/cmcluster/crons/oper/ds2.dsswap
Running via text trigger (optional)

The hydrographs.ksh script may be run from a AWIPS text trigger.  You might use this to update the graphs based upon receipt of a new forecast from the RFC.   To do so make an entry in the trigger file containing the hydrographs.ksh command and exclude the optional Anow@ parameter.  This will tell the software to delay 120 seconds to give the SHEF decoder a chance to process the data before running the rivdat software.  Example:

/awips/dev/localapps/rivdat/hydrographs.ksh rivdat_lsx.cfg primary

Running via command line

You may want to run the software from a command line to test it or to provide an update.  You can login to any workstation (hpux or linux) or DS1 (or DS2 if that is where you installed the software).  Example:

/awips/dev/localapps/rivdat/hydrographs.ksh rivdat_lsx.cfg primary now

Generating Crest and Low Water Files

You should generate the crest and low water data files (after you have completed the rivdat configuration) using the instructions below.  If changes to crest and low water information occur you should re-run this procedure. Update the crest and low water files and send them to the web server as follows:

1.
Login DS1 as user oper.

2.
cd /awips/dev/localapps/rivdat/scripts
3.
Run the crlo_hist.pl program through the front end script:

run_crlo.ksh. rivdat_sss.cfg
where sss is your site id

You may wish to add an entry to the cron to run this command on a regular basis.

Providing Service Backup to your Primary Backup Site

If you have properly configured the software you should be capable of providing service backup to your primary backup site.  To acquire the configuration file for your backup office, please contact one of the support staff listed earlier in the document.  The cron will attempt to run the software for your backup site each hour, but will only actually do so if the file /awips/dev/localapps/rivdat/logs/backup_flag exists.

To enter service backup, run the script:

/awips/dev/localapps/rivdat/scripts/start_service_backup.ksh
To end service backup, run the script:

/awips/dev/localapps/rivdat/scripts/end_service_backup.ksh
To add these commands to the task bar menu, the following link provides some instruction:

http://www.ops1.nws.noaa.gov/awips_install.htm
From this link, click on the HTM link to the right of the Known Issues with the Linux Workstation Replacement 11/21/03 item.  Then, click on the Local Applications link and follow the instructions.

�The end_service_backup.ksh script must be modifed.  The last line in the script must be changed so that it reads: rm -f /awips/dev/localapps/rivdat/logs/backup_flag.





