The Issue . . .

Due to the critical testing (e.g., Side-by-Side, UFE) and site migration activities (e.g., local apps. migration) surrounding the drive towards AWIPS II OT&E and beyond (i.e. national deployment) the need to identify a uniform, risk-free (from issuing errant products) AWIPS environment across the  regions is of paramount importance.  Limited budgets and the fact that AWIPS II is suppose to be deployed on the AWIPS I hardware, brings us to the conclusion that we need to leverage existing equipment in order to meet our needs.
“Necessity is the Mother of Invention . . .”
With the above need statement firmly in hand, both Matt Davis (WFO ARX) and Jim Williams (OST/SEC) took on the task of  engineering an AWIPS configuration  which will provide sites with a Standard, Stable, Simple (to configure), and “Safe” (from issuing errant products) for performing the vital testing and migration activities.  On 3/19, the proposed configuration design was approved for implementation unanimously by the AWIPS Regional focal points.
The Solution . . .  
· As part of the hardware refresh of the PXs, the two legacy PXs (Dell 2650 servers) will be reconfigured as a standalone EDEX node (edex1-<siteid>) and postgres server (db1-<siteid>). 
· Ethernet cables will be run from edex1 and db1 to unused ports in the HP Procurve 2824 LAN switch (lsw1) in the DX/NAS rack. 
· The baseline AWIPS cpsbn servers will be slightly reconfigured (in software) to fork live SBN data to the edex1 server.
· Configuration utilizes Linux firewalls to isolate the AWIPS Migration (AM) machines from the baseline AWIPS 1 hosts. 
· Additional H/W required: Two ethernet cables and additional RAM (four 1GB DIMMs) for the edex1 server  (low cost) 
· Users may switch easily between AWIPS Migration and AWIPS I mode by running a script.
· In AM mode, the workstation will have a non-baseline-colored background While in AM mode, users on the workstation have ssh access to the A1 side (dx1 and dx2). From the workstation, developers may scp to dx1/dx2 to pull across files or data that may be needed for development of local apps.
· In A1 mode, the workstation will run in the baseline A1 configuration just as any other A1 workstation. The one difference is that a small iptables configuration will run on the workstation which will block all traffic to/from the edex1 and db1 AM servers. 
The Benefits . . . 
· Simple configuration that utilizes Linux firewalls to isolate the AM machines from the baseline A1 hosts. 

· Low cost. A couple ethernet cables and more RAM for the edex1 server are the only additional hardware requirements. 

· Provides sufficient disk space for HDF5 which will allow running with full live data ingest while maintaining the current baseline 24-hour purging. 

· Provides a seamless glide path (long-term) whereby sites can gradually readjust and eventually completely remove the iptables firewall from the AM hosts (with SEC support) in order to test inter-site comms using MHS when running the workstation in AM mode. 

When Can My Site Install It . . . 
SEC is currently preparing a Mod Note for in house testing.  Installation of the new configuration at designated field offices will coincide with the TO11 Slice release schedule. 

