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Assumptions
1. Scope of testing will include work accomplished in all previous AWIPS-II task orders(TO6, 8, 9 and 10), as well as all functionality contained in OB9.1
2. After successfully completing TO11 Delivery Testing (DT), The AWIPS-II software will be ready to directly enter OT&E.
3. The AWIPS-II software is still in the development phase of its life cycle, until it has exited successfully from OT&E.

4. Critical missing or incomplete functionality identified during TO11 Delivery Testing, will be treated as critical Trouble Ticket Reports (TTR) and will be worked and delivered prior to final delivery of TO11, such that the final TO11 delivery will be complete.
5. Problems discovered will be categorized per the operational view of the problem (see description in appendix <TBD>) and each will be documented as a government TTR.  All problems categorized as critical operational TTR’s by the government, must be resolved prior to entry into OT&E. See TTR Review Team (TTRT) charter and membership in appendix <TBD>)
6. All OT&E entrance criteria will be clear and measurable.

7. The system installation and configuration will be representative of how Raytheon proposes the system will be deployed to the field.  This includes demonstration of any proposed methods of parallel, concurrent, or complete replacement (with rollback), capabilities.

8. All End-to-end network capabilities are expected to be in place and will be tested e.g. GFE intersite coordination, product issuance, etc.

9. The necessary Raytheon personnel level of effort to support the testing, re-testing and software development, builds, setup and install laid out in this plan will be included in the TO11 proposal.

10. Raytheon Omaha team will begin fixing TTR’s, the second day of testing. And will continue working throughout the initial testing period and continue into the re-testing period.
11. There will be no re-testing during the initial test period.  The test team will convert their efforts to re-testing in support of TTR fixes, for the re-test  period, after initial testing is complete.
12. Many of the Government Subject Matter Experts will be field forecasters that will have been brought in on previous TO9 and TO10 Forecaster Initial Testing (FIT) efforts, which is part of the governments overall AWIPS-II Independent Verification and Validation (IV&V) testing effort.  The FIT and overall IV&V testing effort will be aware of the TO11 Delivery Test  Plan and will integrate with its objectives.
13. All variances will be documented as TTR’s and will be classified and prioritized in the same way as other TTR’s.  Any operationally critical variances identified will be resolved prior to Final Delivery.  The process for resolution of variances is documented in appendix <TBD>.
Test Environment/Concept of Operations
The model for the testing operation will be the same as was used for the TO9 DT, except that the XT will also be included as part of each testing station.  A testing station will consist of one standard AWIPS workstation (keyboard, mouse and three monitors) and the associated XT (keyboard, mouse and one monitor).  A Test Team will consist of  one tester (a Raytheon resource), one or more Subject Matter Expert (SME) Witness (Government) and one Official Witness/Documenter (Government).  Each Witness/Documenter, will have a TTR laptop computer with the appropriate network connectivity and software, to enable immediate generation of a government TTR. All TTR laptops will be networked to the central TTR database such that TTR’s will be immediately accessible by the TTRT and by selected personnel at Raytheon Omaha and Raytheon Silver Spring.
Decisions and Decision Making Process Regarding TTR’s
The Official Witness/Documenter, will sign off/approve on each test case as completed with either a Pass or Fail result and will document any problems encountered and the SME(s) will initial.  All problems documented during testing will generate a government Trouble Ticket Report (TTR).  The TTR generation software will be the mechanism by which problems are documented, at the time of testing.  The SME’s will make an initial determination of the criticality of the TTR, in collaboration with the other members of the Test Team (Raytheon tester and Government Witness/Documenter).  As soon as possible after a test case has been completed, TTR’s documented by the Official Witness/Documenter(s), will be passed to the TTR Review Team (TTRT) for analysis and validation.  The TTRT may have questions for the Test Team.  The Test Teams will be available by telephone (and/or other convenient means), at each Test Station, to answer questions from the TTRT  The TTRT will have the final say as to criticality of each TTR but will not overrule the Test Team without consultation.  As TTR’s are generated, they will be passed to Raytheon for resolution, as expeditiously as possible via electronic means.  Preferably, the electronic means of generating the initial TTR’s  and their criticality and Raytheon’s reported resolution, will be integrated and networked in such a way as to make the process seamless, rapid and cost effective.
Contingency Re-Testing

Due to the uncertainty of how many operationally critical TTR’s are going to be generated during the initial testing, this plan includes an estimate for an extended period of re-testing called Contingency Re-Testing.  This additional period of re-testing (and associated TTR fixing) will not be needed if the number of TTR’s generated during the initial testing are such that they can be resolved and re-tested in the one month period (approximately) allotted for the Re-Test.  However, as a risk reduction activity, the Contingency Re-Test resource and schedule needs are included in this plan so that the resources can be budgeted for and a plan constructed such that the use of any needed Contingency Re-Test time and resources will go smoothly.  Only that portion of the Contingency Re-Testing effort that is needed, will be used.
Basis of Estimate of Resource Needs 

TO9 Delivery Test Statistics

Number of Workstations used: 1 (no XT)
Number of test cases:  26

Number of Steps Executed:  1034

Elapsed time (in hours) to complete (not including lunch, breaks etc.): 28

Calendar Time (in days) to complete:  3 (long days)

Total Person Hours To Complete: 91

Average Test Cases Per Day: 8.7

Average Steps Executed Per Test Case: 40 (39.8)

Average Steps Executed Per Hour:  36.9

Average Person Hours Per Test Case: 3.5

Average Person Hours Per Step Executed: .088 (5.3 minutes)

Problem Summary:
Total Number of problems documented: 79 

Items identified as Critical DR’s: 3 (#’s 29, 33 and 44)

Items identified as potential Non-Critical DR’s for Raytheon: 57

Items identified as Variances:  5

Items identified as Notes (of interest): 14 
Non-Critical DR’s likely to be operationally critical: 35 

Likely operationally critical DR's per test case: 1.46
Raytheon Dispostion Summary

Total Number of problems documented: 79

Items written up by Raytheon as Critical DR’s: 3 

Items written up by Raytheon as Non-Critical DR’s: 44 

Items identified as known problems, previously written up as Raytheon DR’s: 12 

Items identified by Raytheon as “N/A”: 8 

Items identified as duplicative of a previous TO9DT DR already written up: 3 

Items identified as documentation issues:  2 

Items identified as “Tasks for a future TO”: 3

Items identified with individual explanations, not in any other category: 4

TO11 Delivery Testing Resource Needs
Initial Testing
Target Calendar Time (in days) to complete initial testing (excluding weekends and holidays):  40 (two working months).

Target Total Number of test cases to be executed: 2340

All A1 Swit test cases: 1820


Additional test cases: 520

Total Number of Test Steps Executed: 93060
Target Number of test cases executed, per day: 58.5
Number of Test Stations and Test Teams needed, per day:  8
Total Government test personnel needed per day: 16
Total Raytheon test personnel needed per day: 8
Total test personnel needed per day: 24
Average Test Cases Executed Per Day, per Test Station:  7.3

Average Total Test Cases Executed Per Day(all stations): 58.4

Practical total Government labor LOE for test personnel: 5120 hours

Practical total Raytheon labor LOE for test personnel: 2560 hours


Re-Testing

Assuming and average of 1 hour or re-test time for each TTR.

Number of days of Re-Test: 18


Number of hours of Re-Test: 1152 (64 hours per day x 18 days)


Estimated number of TTR’s re-tested: 1152

Number of Test Stations and Test Teams needed, per day:  8
Total Government test personnel needed per day: 16
Total Raytheon test personnel needed per day: 8
Total test personnel needed per day: 24

Contingency Re-Testing

Number of days of Contingency Re-Testing: 20


Estimated number of TTR’s tested during Contingency Re-Testing: 1280

Number of Test Stations and Test Teams needed, per day:  8
Total Government test personnel needed per day: 16
Total Raytheon test personnel needed per day: 8
Total test personnel needed per day: 24
Schedule

Summary
All Initial Testing and Re-testing Activities

Start: Tuesday, June 30, 2009

End: Wednesday, Sep. 30, 2009

Total elapsed time:  66 working days (3+ calendar months)

Initial Testing

Initial Testing Start: July 6, 2009

Initial Testing End:  Friday, August 28, 2009

Duration: 40 days

Coding Effort

Coding begins:  Tuesday, July 7, 2009

Coding ends: Thursday, Sep. 24, 2009

Duration: 59 days

Re-Test Effort

Re-test Begins: Wednesday, Sep. 2nd, 2009

Re-test Ends: Wednesday, Sep. 30, 2009

Duration: 18  days

Contingency Re-Test Effort

Contingency Re-test Begins: Thursday, Oct. 1, 2009

Contingency Re-test Ends: Friday, Nov. 6, 2009

Duration:   20 days

Install and setup effort 
Install and setup time (Initial plus 4 re-test builds): 8 days

Contingency Re-Test Install and setup time (Builds 5 – 10): 6 days

Wrap-up
Wrap-up time: 2 days
OT&E 

Start: asap after Sep. 30, 2009
End: Start + 6 months
Details

TO11 Initial software Delivery Date:  Tuesday, June 30, 2009
Install, setup and early delivery test:  June 30 - July 2nd
Duration: 3 days

Initial Testing Start: July 6, 2009

Initial Testing End:  Friday, August 28, 2009

Duration: 40 days

Re-Test Build 1 Delivery:  Monday, August 31, 2009
Install and setup: Tuesday, Sep. 1, 2009
Re-Test Build 1 Start: Wednesday, Sep. 2nd, 2009
Re-Test Build 1 End: Thursday, Sep. 10, 2009
Duration: 7 days

Re-Test Build 2 Delivery, install and setup: Friday, Sep. 11, 2009
Re-Test Build 2 Start: Monday, Sep. 14, 2009
Re-Test Build 2 End: Thursday, Sep. 17, 2009
Duration: 4 days (11 elapsed re-test days)
Re-Test Build 3 Delivery, install and setup: Friday, Sep. 18, 2009
Re-Test Build 3 Start: Monday, Sep. 21, 2009
Re-Test Build 3 End: Thursday, Sep. 24, 2009
Duration: 4 days (15 elapsed re-test days)
Re-Test Build 4 Delivery, install and setup: Friday, Sep. 25, 2009
Re-Test Build 4 Start: Monday, Sep. 28, 2009
Re-Test Build 4 End: Wednesday, Sep. 30, 2009
Duration: 3 days (18 elapsed re-test days)
>>>>>>>>>>>Contingency Re-Testing>>>>>>>>>>>>>>>>>>>>>>>>
Contingency Re-Test Build 5 Delivery, install and setup: Friday, Oct. 2, 2009
Contingency Re-Test Build 5 Start: Monday, Oct. 5, 2009
Contingency Re-Test Build 5 End: Thursday, Oct. 8, 2009
Duration: 4 days (4 elapsed contingency re-test days)
Contingency Re-Test Build 6 Delivery, install and setup: Friday, Oct. 9, 2009
Contingency Re-Test Build 6 Start: Monday, Oct. 12, 2009
Contingency Re-Test Build 6 End: Thursday, Oct. 15, 2009
Duration: 4 days (8 elapsed contingency re-test days)

Contingency Re-Test Build 7 Delivery, install and setup: Friday, Oct. 16, 2009
Contingency Re-Test Build 7 Start: Monday, Oct. 19, 2009
Contingency Re-Test Build 7 End: Thursday, Oct. 22, 2009
Duration: 4 days (12 elapsed contingency re-test days)

Contingency Re-Test Build 8 Delivery, install and setup: Friday, Oct. 23, 2009
Contingency Re-Test Build 8 Start: Monday, Oct. 26, 2009
Contingency Re-Test Build 8 End: Thursday, Oct. 29, 2009
Duration: 4 days (16 elapsed contingency re-test days)

Contingency Re-Test Build 9 Delivery, install and setup: Friday, Oct. 30, 2009
Contingency Re-Test Build 9 Start: Monday, Nov. 2, 2009
Contingency Re-Test Build 9 End: Tuesday, Nov. 3, 2009
Duration: 2 days (18 elapsed contingency re-test days)

Contingency Re-Test Build 10 Delivery, install and setup: Wednesday, Nov. 4, 2009
Contingency Re-Test Build 10 Start: Thursday, Nov. 5, 2009
Contingency Re-Test Build 10 End: Friday, Nov. 6, 2009
Duration: 2 days (20 elapsed contingency re-test days)

Contingency Re-test End (last day of testing): Friday, Nov. 6, 2009
Contingency Re-Test wrapup and signoff:  Nov. 9 and Nov. 10, 2009
OT&E begins: asap after Nov. 10, 2009
Testing Categories
Functional Testing
· 1000 test cases (40,000 test steps)
Product Formats

· 500 test cases (20,000 test steps)
Network Components

· ISC

· 100 test cases (4000 test steps)

· Service Backup

· 100 test cases (4000 test steps)

· Product Transmission

· 100 test cases (4000 test steps)

· ISC and Service Backup between AWIPS-I and AWIPS-II

· 100 test cases (4000 test steps)

Forecaster Side by Side Testing

· 170 test cases (6800 test steps)
Performance Testing

· 50 test cases (2000 test steps)
Concurrent Operations Testing

· 200 test cases

· Site at A1 and A2

· 10 test cases (400 test steps)

Installation Testing

· 20 test cases (800 test steps)

Diagram 1 – Testing Flow Chart
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