Hydro TIM Notes

Omaha, NE – 4/15/2009 – 4/16/2009

Attendees:

· Mark Glaudemans; Office of Hydrologic Development
· Don Laurine; DOH, Northwest River Forecast Center
· Ronla Henry; DAPM, OST/PPD
Introduction:

Raytheon/Omaha hosted the 1.5 day 2nd hydrologic software Technical Interchange Meeting (TIM) based on the functionality being developed for Task Order (TO) 11.   The 1st TIM was held March 19-20, 2009 and was attended by Jeff Zogg, Senior Service Hydrologist from Des Moines, IA.   Also participating in the 2nd TIM was Don Laurine, Deputy Operational Hydrologist from the Northwest River Forecast Center in Portland, OR.

During this TIM, Don and I sat with different developers and discussed the below-listed hydrologic applications.  The version of software we reviewed was the post-Drop1/pre-Drop2 version of TO11.

· MPE (Multi-sensor Precipitation Estimator)

· SSHP (SiteSpecific Hydrologic Predictor headwater model)

· RiverMon/PrecipMon (monitoring applications)

· DamCREST (DamBreak Catalog Review and Estimating Tool)

· TimeSeries (graphical and tabular data display and edit tool)

· XDAT (tabular data display tool)

· HydroView (hydrologic data viewer and analysis tool)

· HydroBase (hydrologic database manager)

· SHEF decoder

· Metar-to-SHEF decoder/encoder

In my opinion, there has been good progress on the Hydrologic applications in comparison to the TO10 delivered functionality.  However, there is still a considerable amount of work to do, and there are some high-risk areas involving some of the more complicated software functions.  In particular, the MPE application is a large, complex software application which requires significant features to update it.  Also, many of the smaller, but often critical, functions within the larger application still need to be completed.  The overall speed of the applications with respect to database retrieval and information display seems to be quite fast.  

This write-up begins with general comments about the development activities, then presents comments about individual applications.

General Comments:

1) Documentation: The Raytheon/Omaha development staff does not have the full set of information on the applications.  There are some highly-relevant documents of which they are not aware.  These documents have made available and advertised by OHD through the Raytheon KAP (Knowledge Acquisition Process) and the transition activities with the Raytheon/ASM team in Silver Spring.  OHD will provide the documents known to be unavailable to Raytheon/Omaha but a detailed review of what Omaha has versus what OHD has created should be performed and more documents should be provided to Raytheon.


2) Local Test-bed:  Raytheon developer have produced major software components primarily using the available documentation and by reviewing the source code.  There are apparently some means to run the AWIPS-I equivalent software via a connection to Raytheon/Silver Spring.  Also, there is a local NWS office in Omaha which can be visited, but which reportedly does not have a robust usage of the hydrologic applications.  In order to be more effective in developing code, it would greatly benefit Raytheon/Omaha to establish an AWIPS-I test-bed within their local office.  This would allow immediate functional comparison between AWIPS-II developed software and AWIPS-I operational software.


3) Collaboration:

a) The hydrologic software provided in the TO11 drops has enough functionality in it to be evaluated in earnest, not just from a functional standpoint, but also from a software implementation standpoint.  OHD is expecting to develop software in the AWIPS-II era.  As we review AWIPS-II software, there may be training opportunities in which OHD uses Raytheon AWIPS-II code and/or architecture to develop working prototypes.  OHD wishes to identify areas where we can develop and enhance the AWIPS-II software.  OHD wishes to discuss arrangements which could allow this software to be provided as sample code for
consideration by Raytheon to use or include in the AWIPS-II deliverables.

b) The Raytheon coders lack certain information useful to convert complex code into the new AWIPS environment. These information and documents described functionality and installation requirements for specific programs. Developing from screen dumps and code does not always provide the insight into subtle features currently available in hydrologic programs.  Recommendation: Suggest each hydro application be assigned a NWS expert as a resource for Raytheon developers. This will speed up the transition and insure that we get accurate program conversions.


4) Migration Approach:

a) To facilitate the review of applications, it would helpful to have a list of all applications, both interactive and non-interactive, which indicates the engineering approach for ensuring continued software functionality.  This could state whether the software was left as is, or was re-written, or some other approach was followed.  Although regression testing is necessary for all applications, this would allow more intensive ad-hoc testing to be focused on applications with modified code.

b) The AWIPS II hydrologic implementation improves the opportunity to view more information at one time. Multiple windows will be displayed across the screen. While this is a big plus for the forecasters, it eats up a lot of screen real estate. Forecasters will spend time managing these window sets.   Recommendation: Consider configuring the displays into a panoramic mode. Increase the size of the screens. For the hydrologic forecaster, the introduction of CHPS will only increase the number of windows. CHPS has already begun to test use of the panoramic option.

c) When observing the demonstration versions of hydro applications in AWIPS II they were not initiated by the same or consistent fashion. For example, site specific model is accessed through the application bar while the DamCrest program is selected using the right click on the mouse.  Recommendation: Make hydro applications initiation consistent.

Questions Asked with no Resolution:
1) Are there any AWIPS II dependencies on the window manager used by the field offices? Not all offices use KDE. The NWRFC uses FVWM which comes standard with the Red Hat release.

2) The NWRFC has multiple SHEF decoders running. This provides a capability to separate out critical SHEF files from routine files. Dual decoders provide a method of getting critical files decoded and data quickly into the database after long down periods. With the extra decoder, critical files can avoid the long queues which occur after long down periods. Will AWIPS II be able to handle more than one SHEF decoder?

3) The current AWIPS base line SHEF decoder is used by applications outside of the normal operations. It used to support other instances of the baseline database. Will the new JAVA version be able to run stand-alone outside of the AWIPS environment?

4) The NWRFC has an integrated operation with the Corps of Engineers and the Bureau of Reclamation. These agencies access the NWS hydrologic applications directly. Login into AWIPS is through dedicated high speed lines. Since AWIPS II uses the graphics cards for much of the processing of grid fields, what are in the implications of running remotely? Will additional hardware be required by the outside agencies? Are there any other issues which might impact this sharing of modeling systems? 

Application Comments:

1) MPE/DQC (Multi-sensor Precipitation Estimator/DailyQC)

a) Developer is using the MPE User’s Guide from Version 8.3.  There are updated documents for OB9.0, and there are three other documents the developer should have: MPE Implementation Guide, DailyQC System Guide, and MPE Fieldgen Guide.  OHD will provide these directly to Raytheon/Omaha.

b) The DQC mode of MPE operates on freezing level data.  These datasets are extracted from a widely-used local application called AGRID, which is described in the NWS Local Applications Database (http://140.90.90.253/~applications/LAD/generalappinfoout.php3?appnum=123).  In order to fully test MPE/DQC, this local application will need to be installed to extract and transform the model data into datasets usable by MPE/DQC.

c) MPE uses assorted data forms to manage geographic data, including text files and database tables.  This geographic data are also used by other OHD applications, including HydroView, SSHP Map Preprocessor, and indirectly by the SHEFdecoder.  The use of geographic vector data is described in the OHD manual Geographic Data Processing Operations Guide.  OHD will provide this document directly to Raytheon.  Raytheon discussed making using alternative methods for managing geographic data, such as Shapefiles.  Don and I endorsed the use of more modern, flexible methods for this purpose, presuming that the functionality is preserved.

d) Some key features are not yet available, including the polygon editing tool, DQC temperature and freezing level data display/management, and the DQC saving of Level2 data.
e) There was a question of using the current basin.dat file or a shape file defining the river basins. Mark and I recommended use the shape file.

2) SSHP (SiteSpecific Hydrologic Predictor headwater model) 
a) The launching of the “stand-alone” application should be made as consistent as possible, whether it be from menu bar or mouse click pop-up menus.


3) RiverMon/PrecipMon (monitoring applications)

a) The columns do not show until the window is re-sized.  This reportedly is a problem with the Fedora operating system used at developer’s desktop systems and it does not behave this way on the Redhat system.

b) Raytheon did not seem to have the RiverMon/PrecipMon document.  OHD will directly provide this document.  Execution of the precipitation monitor revealed several files which were not defined. The description and copies of these files will be provided by Mark.

4) DamCREST (DamBreak Catalog Review and Estimating Tool)

a) Application was left unchanged, and it seems to launch okay and behave as before.

b) There were questions on the specific icon display used for plotting locations of dams.  It was suggested that the AWIPS-I application display be consulted for this information.


5) TimeSeries (graphical and tabular data display and edit tool)

a) Discussed minor addition, to add button “Graph/Table” to main window to accomplish within one button something which now takes selection of two existing buttons (i.e. “Graph”, “Table”).  Don and I endorse the addition of this button.

b) Discusssed minor addition to allow control, either through token or button, of whether a new window instance is created each time the graph or table button is selected.  Currently if either is displayed, then selecting the button from the control window re-uses the same window.  Don and I endorse the addition of this feature.

c) Raytheon noted that they added a feature to inquire whether the user wishes to update the station class information, based on certain actions when running TimeSeries.

d) A question came up regarding whether the product identifier that is used in the tabular display when editing/inserting data has a default value which can be set locally.  This product identifier is in the Insert Data Attributes section and is different from the identifier used for sending data, which does have a token for controlling the default value.  The answer to the question is no – there is no default for identifying inserted data.  This would be a desirable feature.
e) Requested that edits be encoded into a SHEF and transmitted on AWIPS SBN. This is a new requirement, but developer indicated it might be easy change. 

6) XDAT (tabular data display tool)

a) The Insert Data list does not list all available SHEF parameter codes.

b) Under the Precip Data… display, selecting Precip data accumulation and PC… result in listings of “null” data.


7) HydroView (hydrologic data viewer and analysis tool)

a) The invocation of the TimeSeries function from with Hydroview, with the map menu popup, is noticeably faster the AWIPS-I.

b) Pending final review of the variance, the speed at which the “full” time series operates may nullify the need for the TimeSeriesLite application.

c) Raytheon noted that they have a feature for controlling the size of station icons.  That is a desired feature.

d) The time-step mode within the point data control (PDC) function of HydroView does not allow time-stepping via use of the keyboard arrow keys, without having to adjust the display time via the PDC control window.  This feature is needed.

8) HydroBase (hydrologic database manager)

a) Raytheon has removed the options under the Setup menu for loading geographic data.  This was because the new design uses a new approach for drawing geographic data.  However, the geographic data is also used for other applications, such as FFG and QPE areal processing and SHEF decoding of areal data.  As noted in the comments above for MPE, there is a document that describes this use.  Alternate methods of accommodating these other uses are acceptable, but there must be some way to define areas for these other applications.

b) The call to the function for the Unit Hydrograph Manager window is missing.  This needs to be provided.

c) DamCREST is not accessible from HydroBase.  This needs to be supported.

d) The Text Reports functions have not been provided.  These generate various E19 reports and other text-based reports.

e) The Flood Reports window is not completed.

f) The option for managing Cities data is not available in HydroBase.  This information is only used for overlay purposes so alternate methods in CAVE’s HydroView perspective are acceptable.

g) In the Radar Locations window, the “Bias Source” column is cut-off in the displayed scrolled list.  Also, the “prefix” field should be displayed in upper-case.

h) The Adjustment Factors window crashed upon attempted display.

i) The Rating Curve window’s top-right scrolled list is empty
j) Updates to the location and ingestfilter tables require the current SHEF decoder to be stopped. These tables are read into memory for faster processing. Will the start/stop function be available in AWIPS II version of HydroBase? Another approach would be to allow the SHEF decoder to re-read the ingestfilter and location files after updates are made to those tables. This would include making sure set_stnclass has been run.

9) SHEF decoder

a) The “load_max_forecast” function is critical and needs to be called anytime forecast river data (i.e. height or discharge) is modified.  Loading of this data occurs in SHEFdecode and TimeSeries.

b) Logging of SHEF processing is critical.  This includes logging of both the parsing and posting process.  The current logging is in large log files which are difficult to use for diagnosing too-common problems with improperly encoded SHEF data or database posting operations.  It is important to be able to trace data processing through the SHEF decoder, which the gateway for essentially all the hydrologic station data.


10) Metar-to-SHEF decoder/encoder

a) There are a number of options specific to the metar2shef operations, which are beyond the generic METAR decoding operations, which are not accounted for.  Some of these options are critical.  OHD will send the document on metar2shef decoding to Raytheon.
i) The decoders used by the RFCs utilize many obscure options. For example, if a station does not report precipitation, should it be considered zero or missing? This is a significant issue for many of our processes. Also there are many differences between how US and Canada encodes their MATAR and Synoptic messages. We must be sure that all these options are captured in the new AWIPS METAR decoder.
b) Mark will provide Mike Duff with the test dataset used for testing the current shefdecoder. I sent Mike a sample of a large SHEF file to test processing.
c) The new JAVA version does have critical logs used by field offices to manage data stored in the IHFS database. Sent Mike Duff samples of the SHEF decoder logs.

11) Other

a) FFMP – Held general discussion about FFG and its use in FFMP and emphasized the critical importance of the FFMP application.

b) XNAV – Raytheon has not started specific work on this RFC application. 

c) X/Motif Use – Raytheon noted that X/Motif displays are still supported in AWIPS-II.  A few RFC OHD applications which will be used as-is use X/Motif.

Other Specific Application Questions:

ACARS Profile

1) Raytheon has questions on data, display method, and concept associated with the ACARS profile.  Below is a basic set of questions which need to be answered:
a) Selection criteria of why levels; how aircraft interval gets assigned; etc.  Why 25 miles (50 km)?
b) Are we discarding good data?
c) Currently, processed on an hourly basis – could move to more of a real-time generation.  What would be the impact of this change?

