The Next Generation Global Prediction System (NGGPS)

Frederick Toepferl, Ilvanka Stajnerl, Sherrie Morris?, Steve Warren2, Nysheema Lett?, Shane Forsythe-Newell?, Edward MifflinZ

Poster #15 INOAA/NWS/OSTI, 2Modeling Program Staff

Unified Model Concept Strategy and Goals Selecting a Dynamic Core
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NGGPS is accelerating development efforts both inside and outside NWS.
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Global Modeling Test Bed (GMTB As a community modeling effort, over $6.3M has been awarded to university quality will be lost when the two candidate cores proceed to Phase 2 testing.
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access by the community. Initial GMTB tasking includes:

 Code management, testing, and user support for a common community
physics package

« Code management and user support for interoperable physics driver
« Integration, testing and improvement of a sea ice model for NGGPS
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