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Annexes: Papers published


I. Ocean model and data assimilation

The NCEP Global Ocean Data Assimilation System (GODAS) pentad products have been used for monitoring ENSO at CPC in near real-time. According to an assessment by the CPC ocean monitoring group, the GODAS heat budget closure is good for weak-to-moderate El Niño but poor for strong La Niña. Additional research support is needed especially in the areas of (1) assimilation of observed salinity to reduce large biases in zonal and meridional currents, thus improving the annual cycle of advective heat fluxes; (2) multi-model analysis, which will not only reduce uncertainty in the analysis but also focus requirements for the ocean observing system for the operational data streams.

ENSO is one of the important predictors used by NWS forecasters to make ISI climate prediction. Studies show bio-climate interaction in the tropical Pacific has significant effects on ENSO variability, which hasn’t been included in CFS so far. ESSIC research experiments demonstrate a way of parameterizing the mechanism to be applied for CFS. It is anticipated that ocean biology in the tropical Pacific would contribute to the modulation of the mean climate and ENSO development through the penetrative effect on solar radiation, leading to an improved climate forecast.

II. Land model and data assimilation

The impacts of the NCEP land model (Noah/GLDAS) on CFS forecasts of US summer season precipitation are considerable in preferred regions. The ocean coupling plays an important role in amplifying the positive impact over land via the atmospheric bridge. An assessment by the EMC land modeling group showed that the low quality of wintertime soil moisture assimilation data was due to the inability of the model to simulate frozen soil and snowmelt processes. The current system needs to be extended to multiple land models and use multiple coupled GCM forecast products to improve forcing reliability. The current land data assimilation system is a pseudo assimilation system, meaning it does not really assimilate observed land data. Additional research to assimilate observed land states (e.g. soil moisture, surface temperature, streamflow etc.) using available satellite and in-situ data with modern data assimilation techniques is required.

III. Predictability and prediction

Is the spring predictability barrier intrinsic to the climate system or a model problem? COLA research demonstrates that excessive persistence or delayed phase transition associated with wind stress structural errors is a likely cause of the spring prediction barrier in CFS, suggesting that the barrier is largely due to model deficiencies. By improving the atmospheric model wind stress response to SST anomalies, an improvement in ENSO forecast skill is expected.

The predictability of tropical cyclones (TC) is linked to deep-layer wind shear and to the frequency of easterly waves. ECMWF monthly forecasts have the ability to isolate active/break periods for TC activity on intraseasonal time scales as well as TC genesis from easterly waves in the Atlantic hurricane main development region (MDR) through three weeks. The TC forecast on intraseasonal time scales will improve further with better simulations of the MJO phase and amplitude.

For predicting meteorological drought, the CPC drought monitoring group uses the Standardized Precipitation Index (SPI) to avoid land model errors. By comparing four different statistical downscaling methods (including two developed by major research partners in Princeton University and University of Washington) and a dynamical downscaling approach, it is
concluded that significant gain of precipitation forecast skill cannot be expected by increasing the model resolution alone, which emphasizes the need to focus on model physics to address model bias.

Drought research at GSFC indicates that for hydrological drought, the soil moisture information contributes to skillful seasonal forecast of the snowmelt-season streamflow. Improving soil moisture initialization is as important as improving snow initialization. For agriculture drought, model dependent soil moisture memory and forecast methodology are two key aspects to improve soil moisture forecasts. Precipitation is the most important forcing among meteorological forcing fields. For meteorological drought, climate dynamics plays a significant role in multi-year drought prediction.

The NCEP CFS monsoon simulations analyzed by the CPC monsoon group demonstrate that high resolution and coupling with oceans significantly improves CFS simulations of the Asian monsoon characteristics, indicating the importance of small scale feedbacks and ocean-atmosphere interactions. The distinct improvement of predicting East Asian winter monsoon and East Asian Mei-yu would benefit predictions of system development downstream, which needs to be explored. Outstanding R&D needs include: (1) understanding the impact of complex regional topography on precipitation and circulation simulations, (2) role of land physics in determining the sea-land contrast that influences the monsoon strength, and (3) improving ENSO-monsoon relationship, which is working in the model but is too strong.

The CFS forecast skill and predictability of the South Asian monsoon and South American monsoon have been assessed by COLA on daily and intraseasonal time scales and for forecasts initiated in different months of the monsoon seasons. The doubling time of small predictability errors for the South Asian monsoon is found to be in the range of 4-7 days for forecasts initiated in July whereas it is in the range of 5-14 days for forecasts starting in May. Examination of the growth of forecast errors, which start from different phases of the monsoon intraseasonal variability, shows that for the rainfall averaged over the land points of India, the forecast errors grow faster in the case of forecasts being initiated during active or break phases, while they grow slower with forecasts starting from normal phase. The South American monsoon predictability has been assessed by examining the error growth of the dominant modes of the rainfall variability. It is found that the ENSO rainfall mode has very slow growth rate, providing a basis for better predictability of certain features of the rainfall over South America. In the case of the intraseasonal mode, which propagates northeastward, the error growth is slow but with oscillatory behavior, reflecting the fact that the phases of the propagation are not properly simulated.

IV. Advisory

The societal needs for the earth system prediction are at two distinct time and spatial scales (days to seasons at resolutions of order meters versus years to decades at macroscopic spatial scale). To support sustainable resource management on a day-to-day basis, ESSIC research emphasizes improving regional earth prediction systems and the observation network and advises CTB to make multidisciplinary connections, paying more attention to important feedback processes between the physical climate system and the terrestrial and marine biogeo-chemistry and ecosystems.

(By Jiayu Zhou, E-mail: Jiayu.Zhou@noaa.gov; Wayne Higgins and Fiona Horsfall)

* Interested readers are encouraged to visit the seminar series web page located at http://www.weather.gov/ost/climate/STIP/fy10jsctb.htm. The web page provides links to presentation files and contributed extended summaries.
Ocean Biology-Induced Climate Feedback Effects on Interannual Variability in the Tropical Pacific: A Missing Process in the NCEP CFS

Rong-Hua Zhang and Antonio J. Busalacchi
Earth System Science Interdisciplinary Center (ESSIC)
University of Maryland, College Park, MD

ABSTRACT

Satellite-based ocean color measurements indicate clear evidence for bio-climate interactions in the tropical Pacific associated with El Niño-Southern Oscillation (ENSO). Recent data analyses and modeling studies have demonstrated that ocean biology can potentially affect the climate in the tropical Pacific through the penetration depth of solar radiation in the upper ocean ($H_p$), a field serving as a link between the climate system and the marine ecosystem. However, most global climate models, including the NCEP CFS, have not adequately taken into account ocean biology-induced heating effects. In particular, interannually varying effect of $H_p$ on the heat budget has not been included. Therefore, the ocean biology-induced feedback (OBF) to the physics and the corresponding coupled bio-climate interactions are still missing in the NCEP CFS. It is very unlikely that in the near-term the CFS will include a comprehensive ocean biogeochemical model to resolve interannual $H_p$ variability. Furthermore, great difficulties still exist in capturing interannual $H_p$ variability using physical and biological ocean models. For example, current comprehensive and time-consuming ocean biogeochemistry models still cannot realistically depict interannual $H_p$ anomalies during ENSO cycles. A cost-effective parameterization is clearly needed to take into account the ocean biology-induced heating effect on the upper ocean; a key is to explicitly capture interannual $H_p$ variability which is dominantly forced by ENSO in the tropical Pacific.

Over the past decade, remote sensing has led to significant advances in physical understanding, interpretation and modeling efforts of ocean biology-related effects on the climate. In particular, the time series of remotely sensed ocean color data and associated products have revolutionized how the impacts of climate variability and change on ocean biology can be understood and quantified both globally and regionally. $H_p$ can be now accurately derived using chlorophyll content data that are available from ocean color imagery since Sep. 1997, providing an opportunity for characterizing its variability and quantifying its coherent relationships with physical fields (SST and sea level). Previously, an empirical model for interannual $H_p$ variability has been derived using a singular value decomposition (SVD) analysis from historical satellite observations, which allows for a non-local, SST-dependent, and spatially-temporarily varying representation of $H_p$ variability and heating effects. As a test bed, the effects of ocean biology-induced climate feedback on interannual variability in the tropical Pacific are examined by incorporating the derived empirical $H_p$ model into a hybrid coupled ocean-atmosphere model. It is shown that the OBF has significant effects on ENSO amplitude and oscillation periods. Applications of the empirical $H_p$ model to the NCEP CFS to represent OBF are discussed.

1. Introduction

Sunlight is the original energy source for the Earth’s ocean, atmosphere, land and biosphere. Its shortwave radiation part can pass through the atmosphere relatively unimpeded and reach the Earth’s surface, about 70% of which is covered by the ocean. The incoming irradiance is attenuated in the upper ocean due to pure water and due to biogenic components. Mathematically, the attenuation of incoming solar radiation follows an exponential decline with depth in the upper ocean (e.g., Paulson and Simpson 1977).
The penetrative solar radiation and induced heating effects on the upper layers of the ocean are controlled by different processes in the climate system and the marine ecosystem. One factor is associated with ocean biology. For example, the way in which incident solar radiation is absorbed in the mixed layer can be significantly impacted by total phytoplankton biomass and its vertical distribution. When biological activities are strong, the incoming solar irradiance attenuates strongly in the vertical with more heating being trapped in the mixed layer. When biological activities are weak, the incoming solar irradiance penetrates deeper and can directly heat subsurface layers, at the expense of the reduction of the heating in the mixed layer. Thus, the existence and variation of phytoplankton biomass can modulate the vertical penetration of solar radiation in the upper ocean (Chavez et al. 1998, 1999; Strutton and Chavez 2004). It has been demonstrated that ocean biology-induced heating can be an important contributor to the heat budget near the equator in the tropical Pacific (e.g., Lewis et al. 1990; Strutton and Chavez 2004).

Ocean biology-induced heating effects can be quantitatively represented by the penetration depth of solar radiation in the upper ocean (H_p), a field linking the climate system to the marine ecosystem (e.g., Murtugudde et al. 2002; Ballabrera-Poy et al. 2007). This field, indicating perturbations in ocean biology, exerts a direct influence on the penetrative solar radiation in the upper ocean, resulting in a differential heating in the vertical between the mixed layer and subsurface layers below, which can further lead to changes in the oceanic density field, the stability, the mixed layer depth (MLD), and vertical mixing and entrainment of subsurface cold water into the mixed layer. These oceanic processes, directly or indirectly modulated by biological conditions, can affect SST which in turn potentially feeds back to the atmosphere in the tropical Pacific where mixing and entrainment are major contributors to changes in SST. This ocean biology-induced feedback (OBF) presents additional effects on the physical system in the tropical Pacific, leading to coupled bio-physical interactions (Zhang et al. 2009).

Over the past decades, remote sensing has led to significant advances in physical understanding, interpretation and modeling efforts of ocean biology-induced effects on the climate. In particular, the time series of remotely sensed ocean color data and associated products have revolutionized how the impacts of ocean biology on climate variability and change can be understood and quantified both globally and regionally (e.g., McCain et al. 1998). Satellite ocean color data are now available since 1997, which can be used to characterize basin-scale variability pattern of ocean biology and quantify its relationship with physical parameters. However, previous studies have demonstrated great sensitivities of ocean and coupled simulations to H_p specifications (e.g., Nakamoto et al. 2001; Murtugudde et al. 2002; Marzeion et al. 2005; Manizza et al. 2005; Wetzel et al. 2006; Lengaigne et al. 2007; Anderson et al. 2007; Ballabrera-Poy et al. 2007; Zhang et al. 2009). In particular, the effects of interannual H_p variability on simulations of the mean climate and its variability in the tropical Pacific are strikingly model dependent and even conflicting.
H_p can be now derived using chlorophyll content data that are available from ocean color imagery (e.g., McCain et al. 1998; Nakamoto et al. 2001; Murtugudde et al. 2002 and Ballabrera-Poy et al. 2003). Thus, satellite ocean color data-derived H_p fields can be used for ocean and coupled ocean-atmosphere modeling studies. To account for the effects of interannual H_p variability, an empirical parameterization for interannual H_p response to physical changes induced by ENSO has been developed (Zhang et al. 2010). The developed H_p model has been implemented into a hybrid coupled model (HCM) of the tropical Pacific and the effect on interannual variability has been examined (Zhang et al. 2009). These results are presented below.

2. Data and models

(1) The H_p fields derived from satellite ocean color data

Current high quality ocean color data can resolve biology-related signals in the ocean (e.g., McClain et al. 1998), providing an opportunity for describing interannual variability in ocean biology and its coupling with physics. Following Murtugudde et al. (2002) and Ballabrera-Poy et al. (2007), the monthly H_p fields are derived from remotely sensed chlorophyll from September 1997 to April 2007.

Figure 1a illustrates the annual mean structure of the derived H_p field in the tropical Pacific (also see Murtugudde et al. 2002 and Ballabrera-Poy et al. 2003, 2007). Seasonal variations are shown in Ballabrera-Poy et al. (2007). The areas of small attenuation depth (<19 m) correspond to those of elevated biological activity in the coastal and equatorial upwelling regions. The Beer-Lambert law implies that regions with the smallest attenuation depth correspond to those where downwelling solar irradiance is absorbed the fastest. On interannual time scales, H_p also exhibits a basinwide signal across the tropical Pacific, which is clearly dominated by El Niño and La Niña events. A map of the standard deviation of interannual H_p variability is shown in Fig. 1b. The biology-related interannual H_p variability is most pronounced over the central region. The standard deviation of H_p in the Niño 4 and Niño3 regions estimated from the ocean color data (Fig. 1b) is 1.14 m and 0.76 m. As H_p exhibits a clear spatial and temporal structure across the tropical Pacific basin, it exerts an influence on the penetrative solar radiation and heat balance of the mixed layer in the equatorial Pacific (e.g., Lewis et al. 1990).

In the tropical Pacific, large interannual anomalies are evident in the SST and H_p fields (Figs. 2a-b), with their coherent co-variability pattern during ENSO cycles. For example, large-scale SST anomalies are generated by ENSO. The response in ocean biology is quick and almost simultaneous, as represented in the H_p fields whose interannual variations follow SSTs closely in the tropics (Figs. 2a-b). Clearly, both SST and H_p fields are simultaneously responding to the dynamical changes associated with ENSO; the ocean biology induced feedback impacts on SST can provide additional coupled bio-physical interactions which need to be
adequately taken into account in modeling. Since SSTs represent the forcing in terms of coupling to the atmosphere, we use SST fields to derive a feedback model relating interannual $H_p$ variability to SST forcing.

(2) An empirical model for the attenuation depth of solar radiation ($H_p$)

We analyze the SST-$H_p$ relationship on interannual time scales using SVD methods which allow to determine their statistically optimized empirical modes from their historical data (e.g., Zhang et al. 2006). The analysis period is from September 1997 to April 2007 and the analysis domain is confined to the tropical Pacific from 25°S to 25°N and from 124°E to 76°W. The first five SVD modes explain about 54.7%, 10.2%, 7.0%, 3.7%, and 3.3% of the covariance. The spatial structure of the first derived SVD mode illustrates coherent patterns of interannual SST and $H_p$ anomaly fields in the tropical Pacific (figures not shown).

Then, an empirical $H_p$ model can be constructed using the derived spatial patterns of the SVD modes (see Zhang and Busalacchi (2009a) for a detailed example). Considering the sequence of the singular values and the reconstructions of interannual $H_p$ variability from SST anomalies, only the first two SVD modes are retained (the inclusion of higher modes does not change the results significantly).

Figure 2c exhibits one example of the $H_p$ anomalies calculated using the empirical $H_p$ model from the given SST anomalies (Fig. 2a). The model captures the large-scale interannual $H_p$ variability during the ENSO evolution. However, as compared with the original field (Fig. 2b), the amplitude is systematically underestimated by a factor of about 2. Since some variance is always lost inevitably due to only some limited SVD modes retained in the empirical model, an amplification factor ($\alpha_{H_p}$) is introduced to rescale its amplitude back to match what is derived from the ocean color data (Fig. 2b).

Note that the SST and $H_p$ fields used for computing the SVD modes-based model are varying at the interannual timescale only, and the derived model is for estimating interannual $H_p$ anomalies in the tropical Pacific associated with ENSO. Our previous efforts along these lines specified $H_p$ in an uncoupled manner with physical parameters (e.g., Murtugudde et al. 2002 and Ballabrera-Poy et al. 2007). Here $H_p$ is a physical state-dependent parameter that allows for a feedback from ocean biology to the climate system and their active interactions during ENSO cycles, an approach taken by Timmermann and Jin (2002) to examine the ocean biology effect on climate.

(3) The hybrid coupled ocean-atmosphere model

A hybrid coupled model (HCM) for the tropical Pacific ocean-atmosphere system has been developed at ESSIC (Zhang et al. 2006). Fig. 3 illustrates a schematic for the HCM. Its ocean general circulation model (OGCM) is a primitive equation, sigma coordinate model whose details can be found in Murtugudde et al. (2002). The OGCM domain covers the tropical Pacific basin from 25°S to 25°N and from 124°E to 76°W, with the horizontal resolution of 1° in longitude and 0.5° in latitude, and 31 layers in the vertical. The atmospheric wind stress anomaly ($\tau_{\text{inter}}$) model is also constructed empirically from the SVD analysis,
specifically relating $\tau_{\text{inter}}$ variability to large-scale SST anomalies ($\text{SST}_{\text{inter}}$). The attenuation depth of solar radiation ($H_p$) in the upper ocean is written as $H_p = H_p + \alpha H_p \cdot H_p$, consisting of the prescribed climatological part ($H_p$) and its interannual part ($H_p'$). The former is prescribed from a long-term annual mean field (Ballabrera-Poy et al. 2007) and the latter is calculated from the $\text{SST}_{\text{inter}}$ anomalies. A scalar parameter, $\alpha$, is introduced to represent the OBF strength. More recently, anomalous freshwater flux forcing has been also included in the HCM to take into account the freshwater flux-induced positive feedback in the tropical Pacific climate system (Zhang and Busalacchi 2009b).

3. Impacts of the OBF on interannual variability in the HCM

A control HCM run was performed in which interannual $H_p$ variability is not allowed to feedback to SST in the HCM. As shown in Zhang and Busalacchi (2009b), the model can simulate interannual oscillations well. Next, we perform a series of runs in which the $H_p$-SST relationship derived from satellite data is included to take into account the OBF and interactions between ocean biology and physics (Fig. 4), with all the other model settings exactly the same as the control run. Note that the seasonally varying SST climatology ($\text{SST}_{\text{clim}}$) fields specified to compute large-scale SST$_{\text{inter}}$ anomalies are all the same, which are determined from the forced OGCM climatological simulations.

Varying values of $\alpha$, representing the OBF strength, are tested to investigate its effect on interannual variability. Simulations with $\alpha=0.0$ are analyzed in Zhang and Busalacchi (2009b). One example of simulated SST anomaly fields is shown in Fig. 4 for two feedback runs with $\alpha=2.0$ and $\alpha=3.0$, respectively.

A striking feature is that the coupled models depict a pronounced interannual oscillation, with a dominant standing pattern of SST variability on the equator. As is well understood, the positive feedback associated with the wind-SST-thermocline coupling sustains interannual variability in the coupled system. When the OBF is taken into account, the effects can be clearly seen on the amplitude and oscillation periods of interannual variability (Fig. 4). The SST anomalies are weaker in the OBF runs, and become even weaker as the OBF is intensified. Moreover, runs with the OBF explicitly included exhibit clear phase differences as well. For example, a phase lead starts to show up clearly in year 30 due to an earlier transition from the warm to cold phases in the $\alpha=3.0$ run. As such, the inclusion of the OBF causes a clear change in the oscillation periods. This can be more clearly seen in the power spectra estimated from the Niño3 SST indices (figures not shown): the interannual variability has a sharp peak at 4.2 years in the $\alpha=2.0$ run, but has shifted
toward higher frequency band in the $\alpha_{H_p}=3.0$ run, with two enhanced power peaks at 4.2 years and at 3.6 years, respectively. These results indicate that the ocean biology induced feedback effects tend to shorten the persistent time scales of SST anomalies. In addition, the irregularity is evidently large in the no and weak OBF runs (e.g., the year 32 in Fig. 4), but is significantly reduced in the $\alpha_{H_p}=3.0$ run due to the damping OBF effects on the system. Also, there is a change in the annual phasing of ENSO events, especially the peak season shifting from winter to summer. Some of these effects are not seen in Timmermann and Jin (2002) who used a simpler coupled model and a simpler formulation of the feedback.

The effects can be further quantified. The standard deviation (std) of Niño3 (Niño4) SST anomalies is 0.76°C (0.85°C) in the control run ($\alpha_{H_p}=0.0$); it is reduced to 0.65°C (0.78°C) in the $\alpha_{H_p}=2.0$ run, and to 0.59°C (0.69°C) in the $\alpha_{H_p}=3.0$ run, respectively. Relative to the control run, these values represent a decrease of the amplitude by 14% (8%) in the $\alpha_{H_p}=2.0$ run and by 22% (19%) in the $\alpha_{H_p}=3.0$ run. Also, the std of the zonal wind stress in the Niño4 region is 0.19 dyn cm$^{-2}$ in the $\alpha_{H_p}=0.0$ run; it decreases to 0.17 dyn cm$^{-2}$ in the $\alpha_{H_p}=2.0$ run (a reduction by 11%) and to 0.15 dyn cm$^{-2}$ in the $\alpha_{H_p}=3.0$ run (a reduction by 21%). Thus, a significant fraction of the SST and surface wind variability can be attributed to the OBF effect in our model simulations.

A heat budget analysis has been performed to understand processes by which the OBF is affecting interannual variability. When the OBF is included, the induced feedback acts to reduce the cooling effect of the vertical mixing and entrainment during La Niña (i.e., less cooling), but increase their cooling effect during El Niño (i.e., less warming). This indicates that the inclusion of the OBF effects acts to counteract the positive SST-wind-thermocline feedback, leading to a weakening SST variability during ENSO cycles.

These results can be explained in terms of a negative feedback between ocean biology and climate system as follows. ENSO cycles are characterized by SST anomalies over the equatorial regions, which induce a biological response, as represented by large interannual $H_p$ variability. During La Niña when SSTs are low in

---

**Fig. 5** A schematic illustrating the implementation of an empirical $H_p$ model into the NCEP CFS to represent interannually varying ocean-biology-induced climate feedback for the tropical Pacific. Incoming solar radiation attenuates in the upper ocean due to pure water and due to biogenic components, which follows an exponential decline with depth. The effects of ocean biology-induced heating can be simply represented by the penetration depth of solar radiation in the upper ocean ($H_p$), a field linking the climate system to the marine ecosystem. $H_p$ can be written as: $H_p = \overline{H_p} + \alpha_{H_p} \cdot H'_p$, which consists of a prescribed climatological part ($\overline{H_p}$) and its interannual part ($H'_p$). A scalar parameter, $\alpha_{H_p}$, is introduced to represent the strength of ocean biology-induced feedback (OBF).

An empirical model for $H'_p$ has been constructed using an SVD analysis technique from historical ocean color data during the periods Sep. 1997-Apr. 2007 (Zhang et al. 2010). Shown on the left are the spatial patterns for the first pair of singular vector of SST (a) and $H_p$ (b) derived from the SVD analysis, and the time series associated with the first SVD mode (c), respectively. The spatial patterns of the SVD modes are used to construct an empirical model to parameterize interannual $H_p$ variability. Then, a given SST anomaly can be converted to an $H_p$ anomaly, which can be used to represent the effects on the penetrative solar radiation in the upper ocean of the CFS.
the eastern and central tropical Pacific, \( H_p \) is negative and the solar radiation attenuates with depth strongly in the vertical. More solar heating is thus trapped in the mixed layer (ML), with less penetration downward into the subsurface. The direct effects are to add the solar heating more in the surface layer but less in the subsurface layers. The induced differential solar heating in the vertical acts to enhance the stratification and thus stabilize the upper ocean, with reduced mixing and entrainment of subsurface waters. These oceanic processes tend to weaken the cold SST anomalies generated by La Niña, with the wind-feedbacks favoring further reduction in upwelling and SST cooling. The effects on El Niño can be also seen but with opposite sense. As a result, the inclusion of the OBF in the HCM induces additional oceanic processes that act to counteract the positive SST-wind-thermocline feedback, thus reducing the strength of interannual variability.

4. An application to the NCEP CFS

At present, ocean models have considerable difficulty in representing biogeochemical processes. For example, current comprehensive ocean biogeochemistry models still can not realistically depict interannual \( H_p \) anomalies during ENSO cycles. Indeed, capturing the ocean biology-related \( H_p \) responses to physical anomalies requires realistic parameterizations of relevant physical and biogeochemistry processes both in the ocean, which are difficult to achieve at present. As a result, the bio-effects have not been included in coupled models currently used for real-time ENSO predictions. Due to the large amplitude and the demonstrated significant ocean biology-induced climate effects (e.g., Zhang et al. 2009), interannual \( H_p \) anomalies are expected to have roles in modulating the mean climate and ENSO in the coupled atmosphere-ocean system of the tropical Pacific.

Currently, the NCEP CFS has not taken into account biological components to represent the bio-feedback to the physical system (e.g., Wang et al. 2005; Saha et al. 2006). It is very unlikely that in the near-term the CFS will include a comprehensive ocean biogeochemical model to resolve interannual \( H_p \) variability (In its recent release, the GFDL MOM 4 has the capability to handle geographically varying penetrating radiation; that is, a fixed chlorophyll climatology and \( H_p \) is specified without accounting for interannually varying effects). Therefore, ocean biology-induced feedbacks from the marine ecosystem to the physical system and the corresponding bio-climate coupling are missing (e.g., Behringer 2007). The demonstrated interannual \( H_p \) effects on the large-scale mean state and seasonal-to-interannual climate variability have not been taken into account. As a result, the roles of ocean biology in tropical biases and
ENSO modulation are not known; the potential for improving ENSO simulation and prediction has not been explored. Apparently, the missing bio-climate coupling in the NCEP CFS may well be a problem. Considering the lack of realistic $H_p$ representations in the state-of-the-art NCEP CFS and considering the potential role of ocean biology in modulating mean climate and ENSO, we deem it important to include and understand the bio-effects in the CFS. Clearly, a key to addressing all these problems is how to realistically capture interannual $H_p$ variability associated with ENSO.

The derived empirical $H_p$ model can be embedded into the NCEP CFS to parameterize ocean biology-induced heating effects on the penetrative solar radiation in the upper ocean, making a direct contribution to the improvement in its oceanic component (Fig. 5). For example, the empirical $H_p$ model derived using the SVD analysis technique has been tested to calculate an $H_p$ response to interannual SST variability from an output of the GFDL OGCM simulation (Zhang et al. 2001). The OGCM is the version 3 of the GFDL MOM (Pacanowski and Griffies 1998), a finite-difference treatment of the primitive equations of motion using the Boussinesq and hydrostatic approximations in spherical coordinates. The vertical mixing scheme is the nonlocal K-profile parameterization of Large et al. (1999). The domain is that of the Pacific Ocean between 60°S and 65°N (Zhang et al. 2001; Zhang and Zebiak, 2002, 2003, 2004). The zonal resolution is 1.0°; the meridional grid spacing is 1/3° between 10°S and 10°N, gradually increasing to 1.0° at 30°N and 30°S and fixed at 1.0° in the extratropics; there are 40 levels in the vertical, with 17 levels in the upper 450 m, forced by prescribed atmospheric data during the periods 1949-2000. Interannual SST anomalies along the equator simulated are shown in Fig. 6a. The interannual $H_p$ variability is obtained by using the empirical $H_p^{97.07}$ model from the corresponding SST anomalies. Using the simulated interannual SST anomalies as an input to the empirical $H_p$ model, interannual $H_p$ anomalies can be estimated (Fig. 6b). Large $H_p$ anomalies and coherent $H_p$–SST relationships are evident in association with ENSO. The effects on the penetrative solar radiation are expected in the ocean simulation. Further modeling experiments are underway to investigate the impacts of ocean biology on large-scale mean climate and its variability and predictability in the tropical Pacific. In particular, the benefits for ENSO simulation and prediction will be quantified. As demonstrated in the hybrid modeling study (Zhang et al. 2009), ocean biology in the tropical Pacific is expected to contribute to the modulation of the mean climate and ENSO through the penetrative effect on solar radiation, leading to an improved climate forecast in the NCEP CFS.
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1. Introduction

A well-known feature in ENSO forecasts is a significant drop in prediction skill during boreal spring (Kirtman et al. 2001), particularly in terms of eastern Pacific SST correlation coefficients. This spring prediction barrier has been attributed to the low variance of NINO3 SST anomalies in boreal spring (Xue et al. 1994; Torrence and Webster 1998; Clarke and Van Gorder 1999). In the spring season, the Walker circulation is weak and the east-west sea level pressure and SST gradient along the equatorial Pacific is at a minimum (Webster and Yang 1992; Webster 1995; Lau and Yang 1996). Under such conditions, the initial errors and “weather” noise in the models can project strongly onto ENSO modes, leading to large error growth and deteriorating the forecasts. Chen et al. (1995) suggested that the spring predictability barrier is not intrinsic to the real climate system and that it may be a problem of the models. Jin and Kinter (2009) indicated that systematic model errors are major factors limiting the predictability and degrading the forecast skill.

One important factor for the eastern equatorial SST anomalies is the equatorial Pacific thermocline change. Thus, it may be asked whether there is a similar prediction barrier in the thermocline. Indeed, a boreal winter prediction barrier was identified in the equatorial Pacific heat content (Balmaseda et al. 1995). In analogy with low NINO3 SST variance in boreal spring, the equatorial Pacific warm water volume anomalies tend to have small variance in boreal winter (McPhaden 2003). Since equatorial Pacific heat content fluctuations are closely related to surface wind changes in the western equatorial Pacific (Kirtman 1997; Weisberg and Wang 1997; Mayer and Weisberg 1998; Wang et al. 1999), is there an associated barrier for the low level winds in that area?

The NCEP CFS (Saha et al. 2006) has become an important forecast tool. Because of the large impacts of ENSO on climate fluctuations in both the tropics and extratropics, it is important to understand how the CFS performs in terms of tropical Pacific SST forecasts. Saha et al. (2006) have shown that the CFS SST forecasts experience a large drop in skill in boreal spring. What are the plausible reasons for the drop in skill? Is it due to the effects of noise or related to the reduction of signal-to-noise ratio (Torrence and Webster 1998)? Understanding these questions would help toward a better
application of ENSO forecasts made based on the CFS. The present study addresses these questions based on the NCEP CFS 24-year retrospective ensemble forecasts.

2. The prediction barrier

Here, the prediction skill is measured by the correlation coefficient between the CFS ensemble mean forecasts and observations. The prediction skill is calculated based on area-mean anomalies. Figure 1 shows the prediction skills for the NINO3.4 (5°S-5°N, 170°-120°W) SST, NINO3.4 thermocline depth, and the western equatorial Pacific (5°S-5°N, 130°-170°E) zonal wind stress.

The NINO3.4 SST forecast skill has an apparent drop during April-June for forecasts starting before March (Fig. 1a). The lowest forecast skill (less than 0.4) appears in July for forecasts starting from November-January. For forecasts starting after March, the drop in skill is much less with correlations maintained at a high level during November-February. These results are consistent with Saha et al. (2006), and with reported skill by many other methods as well (see Kirtman et al. 2001).

The NINO3.4 thermocline depth experiences an obvious drop in the forecast skill as well. The deterioration of skill is seen during December-February with the lowest forecast skill appearing in February-March (Fig. 1b), leading the drop in skill in the NINO3.4 SST by about 4-5 months. The time difference of the drop in skill between the NINO3.4 SST and thermocline depth is consistent with their phase lag as shown in previous studies (Zebiak and Cane 1987; Balmaseda et al. 1995). This suggests that the changes in the forecast skill for these two quantities are related.

The western equatorial Pacific zonal wind stress shows generally lower skill compared to the NINO3.4 SST and thermocline depth. There are three periods during which the forecast skill for the wind stress displays obvious drops. The first and most pronounced one is during October-December (Fig. 1c). This one leads the drop in skill in the NINO3.4 thermocline depth by about 1-2 months. In view of the phase relationship between the western equatorial Pacific wind stress and equatorial Pacific thermocline changes in the ENSO evolution (Wang et al. 1999), this drop in skill in the wind stress is likely related to that in the thermocline depth. The second drop in skill is seen in March-April, which is likely related to the effects of atmospheric noise. Another drop in skill is seen in July-August. Compared to the other two, this latter drop in skill is relatively weak and is only seen for some of the forecasts.

Previous studies have focused on the substantial decrease in observation-prediction correlation in the NINO3 SST or the SO index across the boreal spring and have attributed the spring prediction barrier to the maximum error growth in boreal spring (e.g., Webster 1995). The forecast skill in Fig. 1 shows that the drop in skill in NINO3.4 thermocline depth and western equatorial Pacific surface wind stress precedes the drop in skill in NINO3.4 SST in boreal spring. This phase relationship suggests that the prediction barrier could be an intrinsic feature of the coupled model (i.e., coupled model error), although the noise may also play a role.

3. Possible reasons for the prediction barrier

If the noise is critical to the low skill, then we would expect to see large noise when the skill drops. To examine, whether this is so, we show in Fig. 2 the ensemble spread for the NINO3.4 SST, NINO3.4
thermocline depth, and the western equatorial Pacific zonal wind stress. Here, the ensemble spread is used as a proxy for noise.

For the NINO3.4 SST, the largest spread is seen around August-September (Fig. 2a) when the eastern equatorial Pacific cold tongue is the coldest and the SST front surrounding the cold tongue is the strongest. The spread is small around May when the skill drops quickly. For the NINO3.4 thermocline depth, the largest spread is seen around March-April for most of the forecasts (Fig. 2b). Around December when the skill drop, the spread is small. For the western equatorial Pacific zonal wind stress, the largest spread is around March (Fig. 2c), which coincides with the secondary skill drop. The main skill drop around November is in a period when the spread increases. The temporal relationship between the seasonal change of the prediction skill and the spread indicates that the prediction barrier is unlikely to be explained by the noise variation.

To further demonstrate whether the noise contributes to the drop in the prediction skill, we show in Fig. 3 the correlation skill of three quantities calculated using the “perfect model approach” based on the 15-member forecasts. In this calculation, one member of the forecasts is treated as “observation” and the ensemble mean of the other 14 members is treated as “forecast”. The correlation is calculated for each of the 15 members alternatively treated as “observation” and Fig. 3 shows the mean of the 15 correlations calculated for NINO3.4 SST, NINO3.4 thermocline depth, and the western equatorial Pacific zonal wind stress. Under the perfect model assumption, the model systematic errors do not exist and thus the change in the correlation skill is attributed to the impacts of noise and initial condition errors. Comparison of Fig. 3 and Fig. 1 illustrates whether noise contributes to the prediction skill and to what extent.

For NINO3.4 SST, the lowest predictability is seen during July-September (Fig. 3a), consistent with Saha et al. (2006, their Fig.3). The drop in skill, however, is only about 0.2, much less than that seen in Fig. 1a. In addition, the timing of the drop in skill is later than that seen in Fig. 1a. For NINO3.4 thermocline depth, the drop in skill is larger compared to NINO3.4 SST. The lowest skill is about 0.7 during March-April (Fig. 3b). The low skill in the thermocline depth leads that in the SST by about 4-5 months. For some of the forecasts, there is a secondary correlation minimum in July. Compared to the skill in Fig. 1b, the drop in skill is much less and occurs at a later time. For the western equatorial Pacific zonal wind stress, the drop in skill is more pronounced, with the lowest correlations occurring around May (Fig. 3c). The drop in skill during March-April seems to occur at the same time as the one of the drops seen in Fig 1c.

The above relationship indicates that the noise does not entirely explain the drops in the prediction skill seen in the CFS ensemble forecasts. The question then is, what is responsible for the decline in the prediction skill? Our analyses suggest that the CFS atmospheric wind response to SST anomalies is significantly different from observations, and that this difference is amplified by coupled feedback, ultimately leading to the spring prediction barrier. This is demonstrated in the following.
Figure 4 shows the December SST and surface zonal wind stress anomalies obtained by regression onto the December NINO3.4 SST for observations, the CFS forecasts from July and December. For the forecasts initialized in December, the SST anomalies in the tropical Indo-Pacific Ocean (Fig. 4e) are in good agreement with the observational estimates (Fig. 4a). The zonal wind stress, however, shows noticeable differences. The anomalous westerly winds over the equatorial central Pacific are larger in the CFS forecasts (Fig. 4f) than in observations (Fig. 4b). In addition, the westerly winds extend more westward in the forecasts compared to observations. For the forecasts starting from July, the westward extension of anomalous westerly winds is more obvious (Fig. 4d). This is accompanied by westward extension of positive SST anomalies (Fig. 4c).

The differences in the zonal wind stress can affect the ENSO phase transition through ocean-atmosphere coupled processes. Figure 5 shows the temporal evolution of NINO3.4 SST, NINO3.4 thermocline depth, NINO3.4 zonal wind stress, and western equatorial Pacific zonal wind stress from CFS forecasts starting from December and July and from observations, which are obtained by regression onto December NINO3.4 SST. For forecasts starting from December, the initial month (December) NINO3.4 SST anomalies are nearly the same in the forecasts and observations (Fig. 5a). The westerly wind stress anomalies, however, are very different. Compared to observations, anomalous westerlies in the NINO3.4 region are larger throughout the 9-month forecast period (Fig. 5d) and those in the western equatorial Pacific are larger in December (Fig. 5c).
The larger westerly anomalies favor the maintaining of positive thermocline depth anomalies in the NINO3.4 region for a longer period in the CFS forecasts than in observations (Fig. 5b). This leads to a longer persistence of positive SST anomalies in the NINO3.4 region (Fig. 5a) and, in turn, to westerly anomalies over the equatorial central Pacific (Fig. 5d). At the time when observed SST anomalies are near zero, the CFS forecasts still have about 0.5°C positive SST anomalies. As such, low correlation skill appears at the time of observed phase transition. Note that, in March and April, the CFS forecast western equatorial Pacific wind anomalies are easterly (Fig. 5c), which cannot be explained by SST anomalies in the central-eastern equatorial Pacific. This suggests the impacts of other factors.

The differences in the time of phase transition of western equatorial Pacific zonal wind stress and NINO3.4 thermocline depth anomalies are more clearly seen in the forecasts starting from July. For these forecasts, westerly wind anomalies in the western equatorial Pacific are large and remain so until February, whereas in observations the westerly anomalies start to decrease quickly around November and become small in February (Fig. 5g). The differences in the NINO3.4 zonal wind stress anomalies are small before December, but after that these anomalies are larger in the forecasts than in observations (Fig. 5h). Corresponding to these wind stress differences, the CFS forecasts maintain positive thermocline depth anomalies in the NINO3.4 region for a longer time, whereas in observations the thermocline depth anomalies become small after December (Fig. 5f). This seems to delay the weakening of positive SST anomalies in the NINO3.4 region in the forecasts compared to observations (Fig. 5e). The differences in SST anomalies, in turn, contribute to larger westerly anomalies, in particular, during December-February (Figs. 5g-h).

4. Summary

The SST, thermocline depth, and surface wind stress over the equatorial Pacific are closely coupled. Model forecasts of ENSO have often encountered a reduced skill in boreal spring. The present study shows that the CFS retrospective forecasts experience a prominent drop in skill in boreal spring for NINO3.4 SST forecasts, in agreement with Saha et al. (2006), and this is preceded by a drop in skill in boreal winter in the NINO3.4 thermocline depth and western equatorial Pacific zonal wind stress.

The atmospheric noise has a large impact on the prediction skill of the zonal wind stress in boreal spring. However, its effects on the prediction skill in association with ENSO are relatively small with this model. The analysis presented here shows that in the CFS the atmospheric wind response to ENSO-related SST anomalies
is too strong and extends too westward. This deficiency seems to be amplified by coupled processes. As a result, the thermocline depth anomalies actually persist for too long and the ENSO phase transition is delayed in the CFS compared to observations. Our interpretation of this result is that the excessive persistence or delayed phase transition associated with wind stress structural errors is why CFS has a spring prediction barrier. Our results suggest that the spring prediction barrier is largely due to deficiencies in the models, in agreement with Chen et al. (1995) and Jin and Kinter (2009).

Previous studies have shown that the western equatorial Pacific zonal wind stress is an important element in the ENSO evolution (e.g., Weisberg and Wang 1997; Wang et al. 1999). Not surprisingly, the present study indicates that the ENSO prediction skill is closely linked to the wind stress prediction skill. However, we also suggest that by improving the atmospheric model wind stress response to SST anomalies we can expect an improvement in ENSO forecast skill.
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1. Introduction

Skillful short-term weather forecasts, which rely heavily on quality atmospheric initial conditions, have a fundamental limit of about two weeks (Lorenz, 1963) due to the chaotic nature of the atmosphere. Useful climate forecasts on seasonal time scales, on the other hand, require well-simulated large-scale atmospheric response to slowly varying lower boundary forcings from both ocean and land surface. The critical importance of ocean memory has been well recognized (e.g., Shukla, 1998; Wallace et al., 1998) whereby large-scale anomalies in the atmospheric general circulation on seasonally-averaged time scales are forced first and foremost by large-scale anomalies in sea surface temperature (SST), especially over the El-Niño and Southern Oscillation (ENSO) regions of the tropical Pacific Ocean. In contrast to SST anomalies, it has been proven notably more difficult to demonstrate that land surface anomalies (soil moisture, snowpack) have meaningful positive impact on continental seasonal forecast skill in coupled climate models. Past studies show that soil moisture anomalies can persist for months (Vinnikov et al., 1996), and soil moisture feedback can have notable effects on precipitation and modify other quantities through surface evaporation and surface energy processes (e.g., Shukla and Mintz, 1982; Koster and Suarez, 2001; Wu and Dickinson, 2004). The feedback was also found to vary with climate regimes (e.g., Koster et al., 2000; Zhang et al., 2008). Past studies on such land-atmosphere feedback strongly indicate that careful treatment of soil moisture and its associated anomalies in coupled climate models is important to improving seasonal predictions.

Due to a paucity of global soil moisture observations and the complex nature of land-atmospheric interactions, land-anomaly forcing is more difficult than ocean-anomaly forcing to separate from the natural chaotic variability of seasonal circulations (i.e., land-anomaly impact has a smaller signal to noise ratio than SST impact). Efforts to understand the linkage between land surface anomalies and the spawning of seasonal
atmospheric circulation anomalies have to rely on
developing more advanced land surface models. A
better representation of land physics in climate
models becomes the first step toward understanding
how much the land contributes to climate variations.
The efforts to understand the complex land-atmosphere interactions are also compounded by the
fact that the prediction results from a given General
Circulation Model (GCM) are sensitive to how the
land-component of the GCM is initialized and the
starting dates used in the integrations (e.g.,
Dirmeyer, 2001; Koster et al., 2000, 2003, and
2006). Therefore, harnessing the impact of land
surface anomalies for seasonal predictions,
especially over the N.H. summer season when the
SST signal is weaker than in winter, is a promising
challenge that requires not only a large number of
members in the ensemble set of seasonal predictions
(e.g., Tribbia and Baumhefner, 1998; Brankovic
et al., 1994), but also special care in the treatment of
land surface initial conditions (e.g., initial soil
moisture). The treatment becomes increasingly
important at higher latitudes, such as the
Contiguous U.S. (CONUS) where the soil moisture
feedback was found to account for more variance of
monthly precipitation anomalies (Zhang et al.,
2008). The study by Koster et al. (2004) also
suggested that a proper global initialization of soil
moisture may enhance precipitation prediction skill
during the Northern Hemisphere summer season.

2. CFS Experiments
The next generation of NCEP Climate Forecast
System (CFS) will include many advances in
atmosphere, land, and ocean physics, among which
the old land component (OSU/GR2 combination)
used in the currently operational CFS, will be
replaced with a new land component (Noah/GLDAS combination), wherein the upgrade from the OSU LSM
to the Noah LSM is for inclusion of recent advances in land physics and the replacement of the old GR2 land
states with the GLDAS land states is to take special care of land initializations. This study, from the land
perspective, used a highly controlled approach (same atmospheric and oceanic physics, same atmospheric and
oceanic initial states, same resolution, and same initial integration dates) to examine the extent to which the
land upgrades (OSU to Noah LSM and GR2 to GLDAS land data assimilation system) can improve CFS
summer season predictions. Experiments were first carried out over a 25-year period (1980-2004) with 10
ensemble members whose initial conditions are from mid-April to early May in fully coupled (CMIP) mode,
where the old OSU LSM was initialized using the GR2 land states (CMIP OSU/GR2) and the new Noah LSM
was initialized with the GLDAS land states (CMIP Noah/GLDAS). Secondly, to separate out the ocean
impact, parallel experiments with both land components were also executed over the same period in an AMIP
mode (i.e., AMIP Noah/GLDAS and AMIP OSU/GR2), where the coupled SST was replaced by observed
SST. These experiments consist of four CFS configurations. There are CMIP Noah/GLDAS, CMIP
OSU/GR2, AMIP Noah/GLDAS, and AMIP OSU/GR2 respectively. Comparisons were assessed on an
ensemble basis and at seasonal timescales (June-July-August: JJA). The main variable we examined is
precipitation with focus over the CONUS. The main measure of CFS skill is the Anomaly Correlation (AC;
skill map), which is defined as correlation between the CFS predicted anomaly (with respect to its corresponding climatology) and the corresponding observed anomaly, where we can examine geographical patterns of the AC score, and the Area-averaged Anomaly Correlation (AAC; the bar chart), which is a single value derived from averaging the AC scores over the CONUS, where we can assess the CFS overall performance.

In addition to the evaluation of CFS skill over the entire 25 years, to provide insight into the difference in CFS performance with different SST signals, the 25 years are stratified into ENSO non-neutral and neutral years using the observed May-June-July (MJJ) Niño 3.4 SST anomaly magnitude of 0.7 °C as a threshold for non-neutral years (slightly larger than the commonly used 0.5°C threshold, to better separate out ocean impact). As a result, the 25 years are split into 10 non-neutral and 15 neutral years. The non-neutral years are 1982, 1983, 1987, 1988, 1991, 1992, 1993, 1997, 1999, and 2002 (among which, only 1988 and 1999 are cold ENSO years and the rest are warm ENSO years) and the neutral years are 1980, 1981, 1984, 1985, 1986, 1989, 1990, 1994, 1995, 1996, 1998, 2000, 2001, 2003 and 2004, respectively. The CFS prediction skill with and without the land upgrades in both CMIP and AMIP modes is also assessed for the ENSO-neutral years to examine how much land-atmospheric interactions contribute to seasonal predictability.

3. Main Results

Figure 1 presents the CONUS AC skill map of JJA ensemble mean total precipitation over the 25-yr reforecasts from the two CMIP CFS configurations. Checking on the CFS performance over different geographical regions, Figure 1 shows that compared to the OSU/GR2 CFS, the Noah/GLDAS CFS has a larger area of high anomaly correlation scores over a majority of the western CONUS and each configuration yields different preferred regions toward better performance where the Noah/GLDAS CFS shows a tendency
toward high scores in a majority of the Pacific Northwest and the northern Great Plains, whereas the OSU/GR2 CFS appears to yield somewhat better AC scores in the southwest monsoon region and the states that border the Gulf of Mexico. Using a different measure, the bar chart of AAC in Figure 2 clearly shows that the CFS with the new component of GLDAS/Noah yields a higher value, indicating that upgrading of the OSU/GR2 combination to the Noah/GLDAS combination does improve the overall CONUS precipitation prediction. Despite this improvement with the land component upgrade over the entire 25 years, the student’s t-test indicates that the difference is not statistically significant at 90% confidence level. Looking into the CFS performance over the 15 neutral years when the land-anomaly forcing has more controls over seasonal precipitation prediction, Figures 3 and 4 are as in Figures 1 and 2 but for the 15 neutral years. Figure 3 shows that the CFS precipitation prediction skill drops dramatically with both land components when the ENSO signals are weak and the degradations mainly occur over most of the relatively drier Midwest region and the Pacific Northwest states. However, the Noah/GLDAS CFS maintains relatively good performance over the above regions (albeit with degradation too). As shown in Figure 4, the CONUS-averaged AC scores with both configurations are much lower than their 25-year averages, where the Noah/GLDAS CFS shows a small positive value and the OSU/GR2 CFS yields a negative number. While the values are low, the student’s t-test indicates that difference is significant at 90% confidence level (the Noah/GLDAS CFS is significantly better in CMIP mode during the 15 ENSO-neutral years).

To confirm the improvement over precipitation skill is really benefited from the land upgrades and to separate out the ocean effect, an AMIP-style run was performed with both CFS configurations, where the coupled SST is replaced by the observed SST for the same 25 years. Checking on how well the CFS performs in the AMIP mode, Figure 5 presents the CONUS AC skill maps and comparison with their corresponding...
coupled runs (the left column is the same as in Figure 1, but evaluated at 2.5x2.5 degree resolution to accommodate later cross-correlation analysis where the atmospheric verification data from GR2 is used. Same applies to Figure 7 below and previous Figure 3). In Figure 5, the geographic patterns of the AC skill maps with and without the land upgrades (right column) look extremely similar in the AMIP-style runs, where both CFS configurations show negative AC scores over the Midwest regions and the southern Great Plains and positive scores from the central Great Plains all the way to the Pacific Northwest. The difference lies in the magnitudes of the positive and negative values. Overall, as shown in Figure 6, the difference between the second and the fourth bar is very small and is not statistically significant at 90% confidence level. Compared to their corresponding coupled runs, the CMIP Noah/GLDAS CFS has much better performance over the southern Great Plains than the AMIP Noah/GLDAS CFS, and the CMIP OSU/GR2 CFS, except slightly degraded performance over the Pacific Northwest and the Rocky Mountains, performs better than the AMIP OSU/GR2 CFS everywhere else. On average, as also shown in Figure 6, the first bar is higher than the second bar, so is the third bar than the fourth bar. Checking on the CFS performance in AMIP mode with and without the land upgrades during the ENSO-neutral years, Figure 7 is as in Figure 5 but for the 15 neutral years. Similar to what seen in the coupled runs, the CFS skill decreases dramatically with both configurations when SST impact is weak. Both the AMIP Noah/GLDAS and the AMIP OSU/GR2 CFS have larger areas of negative AC scores than their 25-year averages. As reflected in Figure 8, the CONUS-averaged AC scores in both AMIP Noah/GLDAS (the second bar) and the AMIP OSU/GR2 CFS (the fourth bar) are negative. The difference is that the negative value is smaller with the AMIP Noah/GLDAS CFS. However, even the difference between the two negative values is small, the t-statistical test indicates that it is significant at 90% confidence level (Noah/GLDAS is significantly better than OSU/GR2 in AMIP mode during the ENSO-neutral years).

To get insight into the why the AMIP-style runs are not as good as the CMIP-style runs, we examined how the land-atmosphere-ocean interactions differ with the two modes. Ocean, atmosphere and land are represented by SST, 500mb Geo-Potential Height (GPH), and soil moisture respectively. We first checked on
how SST impacts the large-scale atmospheric circulation performance in the four CFS configurations. Figure 9 presents the JJA 500mb GPH AC skill maps averaged over the 25 years. In Figure 9, the CFS in AMIP mode with both land components does a better job over most of the Pacific Ocean due to strong SST effect, but performs worse over the CONUS, especially over the Atlantic and the Gulf states than their corresponding CMIP-style runs. Looking into how well the four CFS configurations perform in predicting JJA 500mb GPH climatology, Figure 10 presents the observed JJA 500mb GPH climatology where the extent of 588 GPH line can expand from the Four Corner states much further to the southern Mexico and the center is located over the southern Texas, which looks similar to the predicted climatology in the CMIP-style runs in Figure 11 (left column) although it’s still a little bit low and the area is smaller. This is different from the climatology predicted from the AMIP-style runs (right column) where the extent of 588 GPH line is much smaller than both observation and the CMIP runs and its center is located over the state of New Mexico. This shifted center in 500mb GPH climatology causes changes in airflow patterns over the Gulf States which contribute to the skill loss as shown in Figures 5 and 7.

Looking into how 500GPH anomaly interacts with soil moisture anomaly, Figure 12 presents their JJA anomaly cross correlations in both Noah/GLDAS and OSU/GR2 data assimilation systems. The two panels of Figure 12 show that they are all negatively correlated. The difference lies in that it is stronger in the Noah/GLDAS system. Checking on how well the CFS predicts the cross correlation in both CMIP and AMIP modes, Figure 13 shows that in the CMIP-style runs, the cross correlation with and without land upgrades has very good agreements with the observations (negatively correlated). However in the AMIP-style runs, the CFS with both land components predicts the wrong sign (positively correlated) over the Gulf and the Atlantic states. They are exactly the regions where the low JJA 500mb GPH AC skill and shifted JJA 500mb GPH climatology are located. The persistent forcing from using observed SST does not allow any feedbacks from the atmosphere and leads to changes in large-scale atmospheric circulations.

4. Conclusions

Coupled CFS experiments indicate that the land component upgrade from OSU/GR2 to Noah/GLDAS does improve the overall summer season precipitation predictions, especially during the ENSO-neutral years. Compared to the coupled runs, the CFS loses skill in the AMIP mode with both land components, but the difference is still

![Fig. 11 Predicted JJA 500 mb GPH climatology with CMIP (left column) and AMIP (right column) modes.](image)

![Fig. 12 JJA soil moisture and 500mb GPH anomaly cross correlation in GLDAS (top) and GR2 (bottom).](image)
significant during the ENSO-neutral years, demonstrating that the improvement is really benefited from the land upgrades and more represented in the coupled mode. Ignoring any feedbacks from the atmosphere using prescribed oceanic boundary conditions will adversely affect land-atmospheric interactions, and thus degrade the CFS performance.
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1. Introduction

It has been recognized that ocean-atmosphere interactions in the monsoon region is important and that coupled general circulation models (GCMs) are more appropriate for better simulation of the monsoon rainfall. For operational seasonal forecasts, the National Centers for Environmental Prediction (NCEP) of the United States has been using the Climate Forecast System (CFS), a fully coupled model, since 2004 (Saha et al. 2006). The forecast skill and the predictability of the CFS at daily and intraseasonal time scales for the South Asian and South American monsoon regions are assessed in this study. The dependence of the predictability of the South Asian monsoon on different phases of the active or break cycle of the monsoon is investigated. In the case of the South American monsoon, the daily rainfall variability is decomposed into modes of different timescales using a data adaptive method. Whether there is enhanced predictability in any of these modes of the South American monsoon is examined.

This study is based on the nine-month long retrospective forecasts generated by NCEP using the CFS. Daily forecasts starting from a 15-member ensemble of initial conditions each month are available for the period 1981-2005. These ensemble members are integrated from 15 different atmospheric initial states between 9th of the month and 3rd of the following month and three pentad ocean initial conditions centered at 11th, 21st of the month and the first day of the following month. The initial states of the ensemble starting in the period 9 April – 3 May will be referred to as May initial conditions and forecasts of this ensemble as May forecasts. Similar naming convention is used for other months. For verification, the daily NCEP-Department of Energy Reanalysis-2 (R2) data and the daily high resolution gridded rainfall data from the India Meteorological department (IMD) have been used.

A major part of the analysis to assess the predictability of the CFS and to estimate the error growth rate follows the method used by Lorenz (1982). Forecast error is the difference between the forecast and observation while the predictability error is the difference between two forecasts made by the same model. The forecast error includes the error due to the uncertainty in the initial state as well as the error due to the model imperfection. A one-day forecast can be considered as a small perturbation over the observation (or analysis) for the given day. The predictability error can then be computed as the difference between two forecasts initiated one day apart. Similarly, the differences between forecasts initiated two days apart, and so on, will provide the growth of initial errors of different magnitude. The growth rate of small errors is determined by using Lorenz’s empirical formula for nonlinear error growth (Lorenz 1982).

2. Predictability of South Asian monsoon

The June-September (JJAS) seasonal climatology of precipitation over the South Asian monsoon region is fairly well simulated but with overestimation over the west coast of India and the Bay of Bengal. The 850 hPa horizontal wind is better simulated both in direction and magnitude. The seasonal cycle of the daily climatological means of four monsoon indices in the forecasts capture the observed onset, peak and withdrawal phases quite well. The ensemble spread of the rainfall indices is about 2-3 mm day$^{-1}$. The standard deviation of the daily rainfall anomalies in the forecasts is slightly higher over India and equatorial Indian Ocean while that of the low-level horizontal wind anomalies is generally very low compared to analyses.

The forecast errors and predictability errors were examined for rainfall over three monsoon regions. These are the Indian monsoon rainfall (IMR) over the land region of India, the extended Indian monsoon...
rainfall (EIMR) over (70°E-110°E, 10°N-30°N) and the Asian-Australian monsoon rainfall (AAMR) over (40°E-160°E, 40°S-40°N). The pattern correlation between the daily anomalies of forecast and the daily anomalies of observation/analysis drops to a value of 0.4-0.5 in first day and takes about 12 days to reach zero in the case of individual forecasts. The temporal correlation between forecast and observation/analysis of the rainfall indices for JJAS season shows considerable interannual variability and considerable ensemble spread. The correlation is even negative in several years, which indicates that the intraseasonal variability of the forecast is out of phase with the observation/analysis.

The growth of forecast errors was examined by computing the root mean square (RMS) of the difference in daily anomalies of rainfall indices between forecast and analysis/observation. The RMS forecast errors (averaged over all ensemble members and all years) in IMR and EIMR indices are shown in Fig. 1 for forecasts starting with May, June and July initial conditions. The errors of IMR index in May and June forecasts grow slowly until 1 June and then grow faster before reaching saturation around 1 July. The initial slow growth is related to the low standard deviation during that period. The July forecast error of the IMR index shows only faster growth. The forecast error in the EIMR index grows at the same rate in the forecasts of all three months with the difference that the initial size varies. The initial size and the growth rate in the errors of AAMR index (not shown) are same for all three months, and the errors take about 15-20 days to reach saturation. The RMS forecast errors of the IMR index initiated during active (above-normal) and break (below-normal) phases were found to grow at a faster rate and reach saturation in about 20-30 days while those starting from normal phases grow at a slower rate and reach saturation in about 50-60 days. No such distinction was found in the case of EIMR index.

Following the method of Lorenz (1982), the predictability errors were computed by considering the difference between two forecasts starting one day to four days apart. The RMS predictability errors of 1-day, 2-day, 3-day and 4-day errors in the May forecasts for IMR and EIMR indices are shown in Fig. 2. The initial size of the
IMR index error and the subsequent evolution are almost the same for all the four cases. The initial error is about 0.9 mm day\(^{-1}\) and takes about 70 days to reach saturation. In the case of EIMR errors, the initial size of the 1-day error is slightly less than that of the others. The EIMR errors grow slightly faster compared to the IMR errors and reach saturation in about 50 days. In the case of July forecasts (not shown), the initial size of the predictability errors is larger and the errors reach saturation in about 25 days. Quantitative estimates of the growth rates of initially small errors were obtained by using the empirical formula suggested by Lorenz (1982). The doubling time of small errors in the IMR, EIMR and AAMR indices were estimated to be 14, 9 and 5 days, respectively, for the May forecasts while the values for July forecasts were 4, 7 and 5 days, respectively. The doubling time of small errors in the IMR index for forecasts starting from active and break phases is about 2 days while the doubling time for forecasts initiated during the normal phase is 9 days.

3. Predictability of South American monsoon

The December-March (DJFM) seasonal climatology of the precipitation over the South American monsoon region is fairly well simulated by the October forecast of CFS but with less rainfall over the Amazon River Basin (ARB) and more rainfall over the central-east South America (CESA) region compared to observation. The daily rainfall climatology was examined by computing the annual cycles of ARB index (average over 70°W–50°W, 5°S–5°N) and CESA index (average over 60°W–40°W, 20°S–10°S). The annual cycle of the CESA index was found to be better simulated than that of the ARB index. From the RMS forecast errors, the doubling time of small errors was found to be 6 and 9 days for the ARB and CESA indices, respectively, using the Lorenz formula. Same estimates of the doubling time of errors were obtained for the RMS predictability errors also. Both the forecast errors and the predictability errors took about 50-60 days to reach saturation.

As a new approach, the predictability of the CFS in the South American monsoon region was investigated by decomposing the forecast fields into different modes in a data adaptive manner in order to find out if there is enhanced predictability in certain modes. For this purpose, multi-channel singular spectrum analysis (MSSA) was applied on daily precipitation anomalies of forecasts and analysis. The dominant MSSA modes that were obtained consisted of a seasonally persistent mode and an oscillatory mode. The persistent mode was found to be related to the El Niño-Southern Oscillation (ENSO) variability while the oscillatory mode was found to have a period of 55 days and northeastward propagation. The spatial structure of the ENSO rainfall mode was found to be fairly well simulated by the CFS compared to the analysis, as shown in Fig. 3(a-d). The daily variability and the interannual variability of the ENSO rainfall mode was also well simulated (Fig. 3e). In the case of the intraseasonal mode, the spatial structure, period and the northeastward propagation were fairly well simulated by the model. However, the phases of the oscillation were quite different from one ensemble member to the other. The RMS forecast errors and RMS predictability errors were separately computed for the ENSO mode and the intraseasonal mode. The errors in the ENSO mode were found to grow very slowly compared to the growth of the total rainfall anomalies, as shown in Fig. 4 for
the forecast errors in the ARB index. Similar behavior was also obtained with the predictability errors and also for the CESA index. In the case of the intraseasonal oscillation, the error growth was slow but with oscillatory behavior (not shown), reflecting the fact that the phases of the oscillation are not properly simulated.

4. Conclusions

In this study, the forecast skill and predictability of the CFS have been assessed on daily and intraseasonal time scales for the South Asian monsoon region and the South American monsoon region. Using retrospective forecasts for the period 1981-2005, the growth of forecast errors and predictability errors in rainfall has been studied in detail for forecasts initiated in different months of the monsoon seasons. The growth rates of small predictability errors have been estimated by applying the Lorenz method. The doubling time of small errors for the South Asian monsoon is found to be in the range of 4-7 days for forecasts initiated in July whereas it is in the range of 5-14 days for forecasts starting in May. The growth of errors associated with forecasts which start from different phases of the monsoon intraseasonal variability has also been examined. For the rainfall averaged over the land points of India, it is found that the errors grow faster in the case of forecasts initiated during active or break phase while they grow slower with forecasts starting from normal phase. The doubling time of small errors in the South American monsoon rainfall was estimated to be in the range of 6-9 days. With a new approach, the predictability of the South American monsoon was assessed by examining the error growth of the dominant modes of the rainfall variability. It was found that the ENSO rainfall mode has very slow growth rate, providing hope for better predictability of certain features of the rainfall.
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Drought Monitoring and Prediction: 
The Recent Efforts at the Climate Prediction Center
Kingtse Mo
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The Standardized Precipitation Index (SPI) has been used to classify the meteorological drought. The advantage is that the SPI can be derived from precipitation (P) time series alone without the need of a land-surface model. For the drought monitoring purpose, we update 3, 6, 9, 12 and 24 month SPI daily to reflect the wet and dry situations over the United States from short term (3 months) to longer term duration of 24 month.

We are developing a method to forecast 3-month SPI (SPI3) and 6-month SPI (SPI6) based on the CFS seasonal ensemble forecasts over the United States. Before predicting SPI, the P forecasts from a coarse resolution global model CFS have to be downscaled to a regional grid. In this case, we downscale from the CFS 250 km grid to a fine resolution 50 km regional grid. Four different methods of statistical downscaling and error correction are tested. The four methods are: linear interpolation, a bias correction and spatial downscaling based on the probability distribution functions (BCSD) developed by the University of Washington group, a linear regression method by John Schaake and the Bayesian method used by the Princeton University group. We tested cases with initial conditions in November, February, May and August.

The downscaled CFS P forecasts out to 6 months were appended to the precipitation analyses to form an extended P data set. The SPI was calculated from this extended time series to forecast the meteorological drought. The skill is regionally and seasonally dependent. Figure 1 shows the 6 month SPI over the U.S. is skillful out to 3 months. For the first 3 month lead time, there is no statistical significant difference among different methods of downscaling. After 3 month lead time, the Bayesian methods have small advantages because it takes into account of the hindcast skill and the spread among the CFS forecasts. However, the skill is too low to have any practical use.

The EMC Regional Spectral Model (RSM) group has been performing the dynamic downscaling of the CFS outputs by nesting the RSM in the CFS forecasts. The RSM has the same physics and dynamical core as the CFS and has the resolution of 50 km. While the RSM improves the P climatology, it does not improve interannual variability. For the SPI prediction, the model climatology is replaced by the observed P climatology. Therefore, there is no significant gain in skill in comparison with the Bayesian corrected T62 CFS ensemble P forecasts. To improve rainfall forecasts, the model physics is important. One can not expect to gain significant skill of P forecasts by increasing the model resolution alone.

Fig. 1  Seasonal dependence of 6 month SPI forecast skill, RMSE (left) and anomaly correlation (right). From top to bottom, the initial months are November (a, e), February (b, f), May (c, g) and August (d, h). Four methods of statistical downscaling and error correction are used: linear interpolation (red), bias correction and spatial downscaling (blue), Schaake’s linear regression (green), and Bayesian merging and bias correction (black).
Recent Analyses of Drought Character and Prediction

Randal Koster

Global Modeling and Assimilation Office, NASA/GSFC

Greenbelt, MD 20771

Three recent studies at the GMAO related to drought were discussed at the seminar. The first, relatively well-developed study examines streamflow prediction (quite relevant to “hydrological drought”) at seasonal lead times associated with snow and soil moisture initialization. This study reveals that soil moisture initialization and snow initialization on a forecast start date contribute independently to streamflow forecast skill at seasonal leads. The paper has been submitted for publication.

A second, more preliminary study focuses on skill in the seasonal forecast of soil moisture anomalies, relevant to “agricultural drought”. For this purely synthetic study, observations-based meteorological data are used to drive a 0.5°x0.5° grid of land surface model elements covering CONUS, resulting in an 84-year offline control simulation regarded as “truth”. Then, an extensive series of 5-month warm season forecasts are performed, during which the land surface is driven with the (geographically varying) climatological seasonal cycles of meteorological forcing extracted from the control simulation. Skill levels ($r^2$, the square of correlation of forecast vs. synthetic truth) are shown in Figure 1 for soil moisture one month into the forecast and five months into the forecast. Soil moisture memory by itself provides substantial skill at one month and even some skill at five months – soil moisture can be predicted even without information on meteorological anomalies during the forecast period. Of course, soil moisture memory is a highly model-dependent quantity. The results here are therefore not provided as a representation of nature but as a demonstration of the type of analysis that should be performed with any modeling system to isolate the contributions of model-dependent soil moisture.

![Fig. 1](image1.png)

**Fig. 1** Skill levels ($r^2$) of forecasted soil moisture versus synthetic truth, for warm season forecast starts.

![Fig. 2](image2.png)

**Fig. 2** Indication of the degree to which the observed occurrences of multi-year drought may be attributable to some external mechanism (see text).
memory and forecasted meteorology to forecasted soil moisture — key to understanding any soil moisture forecast. Additional analysis shows that of all the forecasted meteorological fields, precipitation is by far the most important; the others (air temperature, radiation, *etc.*) can be replaced with climatology with little impact on forecasted soil moisture.

The third (also preliminary) study examines the “attributability” of multi-year meteorological drought. Figure 2 shows a sample result. At each dot in the figure, the observational time series of annual rainfall was ranked, and a given year’s rainfall was determined to be in the lower, middle, or upper tercile of all realized values. The number of times that a dry year (in the lowest tercile) followed another dry year was established, and the occurrences of such a “multi-year drought” were compared to occurrences obtained for thousands of random shufflings of the yearly historical data. At the orange dots, the actual occurrences of multi-year drought exceeded those obtained in 90% of the shufflings, indicating that the null hypothesis of “no multi-year attribution” can be rejected at the 90% confidence level. However, even with no attribution, 10% of the dots in the figure should show up orange (or darker), and in fact, roughly 10% do. The upshot of this (perhaps overly simple) analysis is that while it’s natural to want to attribute multi-year drought to a physical mechanism that acts on multi-year time scales, the observational record is not inconsistent with the idea that multi-year drought is a consequence of the random clumping of independent dry years. Perhaps an external multi-year mechanism exists, but the “random juxtaposition of dry years” argument is not disproven by the data.
The North American Land Data Assimilation System (NLDAS)-phase 2 is an extension of the multi-institution NLDAS-phase 1 pilot project (Mitchell et al 2004), and is a cooperative project with NASA/Goddard/HSB, Princeton University, University of Washington, NOAA/NWS Office of Hydrologic Development (OHD), and other researchers and NOAA CPO/CPPA partners.

NLDAS consists of four land models executed in an uncoupled mode using atmospheric forcing to yield surface fluxes and evolving land states. The land models are run at 1/8th-degree resolution over the continental US, and include Noah (from NCEP), VIC (Princeton), Mosaic (NASA), and SAC (NWS OHD). The atmospheric forcing data comes from the real-time extension of the North American Regional Reanalysis based on the mesoscale NAM/Eta model from c. 2003 (Mesinger et al 2006), with GOES-based bias-corrected incoming solar radiation, and observed daily gauge precipitation disaggregated to hourly using radar-based estimates. NLDAS has been run from 1979 to present in a retrospective mode, including a 15-year spin-up, with a 30-year climatology available for each model; output includes surface fluxes and hydrological land-state variables such as soil moisture, snowpack, and runoff. Figure 1 shows variation of the correlation between observed and simulated monthly soil moisture anomaly averaged over 17 Illinois sites using the four land surface models including (a) Noah, (b) Mosaic, (c) SAC, and (d) VIC for the period during 1985 and 2004 and four soil layers.

A companion uncoupled seasonal hydrological prediction system uses the VIC land model driven by seasonal forecasts from three sources for the required surface forcing: Ensemble Streamflow Prediction (ESP), NCEP Climate Prediction Center (CPC) Official Seasonal Outlook, and NCEP CFS ensemble dynamical model prediction. Twenty ensemble members (via a Bayesian-merging algorithm) are used to generate 1-6 month ensemble seasonal prediction products, e.g. soil moisture, runoff, streamflow, etc. Figure 2 shows ensemble-mean baseflow (part of streamflow) anomaly forecast for January-June 2010. The first two-month forecast shows very similar spatial patterns for all three approaches. From the third month, three
predictions display obvious differences. For example, CFS shows a negative anomaly, the CPC shows a positive anomaly, and the ESP shows an in-between result. In spite of the distinct differences among three predictions, similar variation tendencies can be found. Certainly, the quality of the products needs to be further evaluated by using USGS gauge streamflow measurement.

![Baseflow anomaly maps](image)

**Fig. 2** Six-month forecast of ensemble-mean baseflow anomaly made by the VIC model using three surface forcing seasonal forecasts of the NCEP CFS ensemble dynamic model prediction (top), NCEP CPC Official Seasonal Outlook (middle), and Ensemble Streamflow Prediction (bottom).

The motivation for NLDAS-2 is to support drought monitoring and seasonal drought prediction at CPC, and for the National Integrated Drought Information System (NIDIS, drought.gov) by providing NLDAS multi-model analysis, monitoring, and seasonal prediction products. (See www.emc.ncep.noaa.gov/mmb/nldas.) NLDAS datasets include the forcing data, and output from the four models, staged on NCEP public servers: nomad6 for real-time runs, and ldas3 for retrospective (see: www.emc.ncep.noaa.gov/mmb/nldas/Download_Public_users.txt), and at the NASA Earth Science Data and Information Service Center (disc.sci.gsfc.nasa.gov/hydrology/data-holdings).
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Variability and Prediction of the Asian and Indo-Pacific Monsoon Climate in the NCEP Climate Forecast System
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1. Introduction

The NCEP Climate Forecast System (CFS) is one of the state-of-the-art global models that have been applied to understand and predict the variability of global climate. It is one of the important tools for the official forecasts of U.S. monthly and seasonal temperature and precipitation at the NOAA Climate Prediction Center. CFS products are also becoming an important source of information for regional climate predictions in many countries outside the U.S.

In this presentation, a comprehensive review of the characteristics of monsoon climate over the Asian and Indo-Pacific sector in the NCEP CFS and the skill of monsoon prediction by the system is provided. Particular emphasis is placed on the impacts of El Niño-Southern Oscillation (ENSO), Indian Ocean (IO) sea surface temperature (SST), land surface process, ocean-atmosphere coupling, and model resolutions. Results from model evaluation by advanced tools are also discussed.

The presentation is based on the results from the studies of Yoo et al. (2006), Yang et al. (2008a, b), Liang et al. (2009), Gao et al. (2010), Li and Yang (2010), Yang et al. (2010), and Yoo et al. (2010). The model output analyzed includes the following products: (1) 15-member retrospective prediction runs of the CFS, an operational version in resolution T62, (2) a set of 10-member hindcasts of the CFS in T126 for different land models and land initial conditions, and (3) free runs of the model in both T62 and T126. The above studies also employ the following (re)analysis and observational data sets: the NCEP-NCAR reanalysis, CPC CMAP precipitation, NOAA SST, and CPC surface temperature analysis.

2. Results

(a) Summer monsoon

For the Asian summer monsoon, several major features have been revealed:

(i) Figure 1 shows the summer climatology of CMAP precipitation, CFS precipitation, and their difference. Figure 1a illustrates several centers of observed precipitation over western India, Bangladesh-Burma, Indo-China peninsula, South China Sea, and east of the Philippines, with the highest center over Bangladesh, Burma, and northern Bay of Bengal. It also shows large precipitation over the tropical central-eastern IO and the Meiyu rain band over eastern China, Baiu over Japan, and Changma over Korea. Furthermore, the figure shows relatively lighter precipitation over the eastern Indian coast, east of Indo-China peninsula, and the northwestern Pacific. Light precipitation is also seen over the western

Fig. 1 Fig. 1. (a) 1981-2003 climatology of JJA precipitation from CMAP, (b) 1981-2003 climatology of JJA ensemble-mean precipitation from CFS T62 (zero month lead), and (c) difference between (b) and (a). Units: mm per day.
Arabian Sea where ocean upwelling driven by monsoon flow cools the sea surface. Comparison between Figs. 1a and 1b indicates that the CFS captures the general features of observed precipitation quite well. For example, the model captures the locations of major high and low centers of monsoon precipitation. The model precipitation and observed precipitation also compare reasonably well in magnitude in many places. A merit of the CFS appears in simulating the East Asian Meiyu rain band and the precipitation over the tropical IO. In particular, while general circulation models often fail to produce the Meiyu rain band, the CFS captures the phenomenon of precipitation reasonably well, in spite of an underestimation of precipitation over Korea and the Yellow Sea. The CFS performs well in capturing the tropical IO precipitation center, for which many models even fail in reproducing the shape of the precipitation center. However, the CFS overestimates the precipitation over the eastern Arabian Sea, the Himalayas, and Burma, and underestimates the precipitation over northwestern Bay of Bengal, northern India, and South China Sea (see Fig. 1c). The overestimation of precipitation over the southern-southeastern hills of the Tibetan plateau seems one of the main problems of monsoon simulations by the model.

(ii) The skill of prediction of several dynamical monsoon indices can be seen from Fig. 2. The CFS is highly skillful in predicting the large-scale Asian summer monsoon circulation, as seen in the confidence of predicting the monsoon measured by the Webster-Yang monsoon index (Webster and Yang 1992), which exceeds the 99% confidence level (R=0.52; Student t-test) using the initial conditions (ICs) of January (4 months lead (LM4)) and the 95% level (R=0.41) using the ICs of December (LM5). The Southeast Asian monsoon (measured by Goswami et al. 1999) can be predicted at the 99% confidence level using the ICs of April and at the 95% confidence level using the ICs of March. In addition, the South Asian monsoon (measured by Wang and Fan 1999) is also predictable at the 95% confidence level using the ICs of April. However, no skill is found in predicting the East Asian monsoon (measured by Lau et al. 2000).

(iii) It is found that the skill of monsoon prediction by the CFS comes mainly from the impact of ENSO. The most predictable patterns of monsoon rainfall depicted by the empirical orthogonal function (EOF) analysis with maximum signal-to-noise ratio (MSN) exhibit many features that are seen from the rainfall anomalies associated with the influence of ENSO. Nevertheless, the ENSO-monsoon relationship in the CFS is stronger than that observed. As observed, there are apparent relationships between the various monsoon components and IO SST especially the SST over southern IO. However, these relationships disappear or become much weaker in AMIP experiments in which the atmosphere and oceans are not coupled.

(iv) Figures 3a-c show the climatological patterns of observed summer precipitation and 850-mb winds and the difference in precipitation and winds between CFS T62 and observations. Over the Asian continent, the CFS T62 has difficulties in simulating the precipitation near the Tibetan plateau (Fig. 3b). It underestimates the precipitation over northern India and overestimates the precipitation over western China. These problems become less serious in T126 than in T62 (compared Fig. 3b and Fig. 3c). More apparent improvement in precipitation and atmospheric circulation simulations from T62 to T126 can be found for September-November (Figs. 3d-f). Figures 3e-f indicates an improvement in SON precipitation simulation over western and eastern Asia including India and China. The largest improvement occurs over the tropical Indian Ocean. For example, the CFS T62 has difficulty in simulating the climatological zonal dipole structure and its associated atmospheric circulation near the equator. In T126, the dipole structure has been simulated much more realistically, as reflected by the smaller model-observation differences in precipitation and winds.
These results suggest a better simulation of the Asian summer monsoon by the next generation of the CFS whose atmospheric component has a horizontal resolution of T126. The apparent improvement in simulating the Asian monsoon from T62 to T126 is in a sharp contrast to the simulation of the North American monsoon in which little improvement is seen from T62 to T126 for the monsoon rainfall over Southwest U.S. (Yang et al. 2009).

(v) In spite of the high skill of the CFS in simulating and predicting the variations (anomalies) of the large-scale patterns of the Asian monsoon, a weak bias can be clearly seen. We attribute the weak monsoon circulation in the CFS to the cold bias in the model over much of the Asian continent, which causes a weaker-than-observed thermal contrast between the continent and oceans. As shown in Fig. 4, several experiments using CFS T126 with the current 2-level Oregon State University land model and the advanced 4-level Noah land model indicate a clear improvement. For example, the cold bias over the Asian continent is significantly reduced in the experiment using the Noah model, leading to improvements in temperature and precipitation simulations. The result suggests a better simulation of the Asian summer monsoon by the next generation of the CFS in which the Noah land model is used. (It should be pointed out that the difference between the land ICs from NCEP-DOE global reanalysis II (R2) and those from the Global Land Data Assimilation System (GLDAS) is usually small.)

(b) Winter monsoon

The East Asian winter monsoon appears prominently not only at the lower troposphere but also at the upper troposphere. It interacts with both extratropical and tropical processes. We thus define a new dynamical monsoon index so that it links to the monsoon-related atmospheric systems or parameters at both lower and upper troposphere and is able to depict the association of the monsoon with the Arctic Oscillation and ENSO. In both observations and the CFS, the index is strongly associated with the Siberian high, the East Asian trough, the East Asian and northwestern jet stream, and the lower-tropospheric meridional wind and air temperature over East Asia (Fig. 5 and figures not shown here). It is significantly related to the first EOF modes of the respective fields including sea level pressure, 500-mb height, 200-mb zonal wind, 850-mb meridional wind, and surface air temperature. The CFS can predict the newly-defined winter monsoon index in advance by 4 months, using the ICs in August, with a reasonable skill. A comparison of this index with several major previous indices used commonly indicates that the new index is most predictable, in term of the highest skill and the longest lead time.
Here, we focus on the Mei-yu over China, Baiu over Japan, and Changma over Korea during June-July and refer to them as East Asian Mei-yu (EAMY). Compared to the tropical monsoons, the subtropical-extratropical EAMY is relatively less predictable and the studies of the climatic characteristics of EAMY are largely infrequent.

Despite that climate models face tremendous difficulties in simulating and predicting EAMY, the NCEP CFS has demonstrated skill in capturing the Mei-yu rain bands and many large-scale features associated with EAMY. In both observations and the CFS, the EAMY is strongly associated with ENSO, subtropical northwestern Pacific high, and large-scale water vapor transport. As for tropical monsoons, air-sea interaction is important for simulating and predicting EAMY, as indicated by a comparison between the CFS hindcast and uncoupled AMIP experiments with the CFS atmospheric model. A maximum signal-to-noisy EOF analysis shows that the EAMY is the most predictable mid-summer rainfall pattern of the East Asian summer monsoon system (see Fig. 6). It is also shown that the CFS can predict the June-July EAMY in advance by one month with the ICs in May with a reasonable skill.
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**Fig. 6** First MSN EOF mode of the CFS EAMY precipitation (mm) for LM1 (a) and LM2 (b) and the corresponding time series. For the time series, thick red and thin green lines are the PCs of ensemble means and individual members, respectively. The thick black lines represent the PCs computed by projecting the observed precipitation upon the pattern of the first mode of CFS precipitation. R measures the correlation between the observation and the ensemble mean. Contour interval is 50.
Pathogens, HABs, Swine Flu: What Can CTB Do?

Raghu Murtugudde
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ABSTRACT

Seasonal predictions from global climate models have been used with some success for various applications for resource management and human health. Even as the resolutions of the global climate models gets finer they are expected to remain at order kilometers if not coarser for many years to decades to come. It is evident that the day-to-day management of resources and human health and planning the adaptation and mitigation strategies for future management will require information at meter scales with a keen understanding of regional specificities. A combination of dynamic and statistical downscaling is clearly the path forward and a prototype will be discussed not only for downscaling of the climate predictions but forecasting of linked Earth System parameters like pathogens, harmful algal blooms, and early attempts to drive towards respiratory disease morbidities. Computational social science is being used to project scenarios of rapid spreading of communicable diseases like swine flu and the same approach is being explored for optimizing the web of sensors to monitor the Earth System to validate, improve, and assess the skill of forecasts. How can the CTB goals be dovetailed with the needs for regional Earth System prediction and make the two way communication seamless to cover both global governance issues and regional sustainable management issues at days to decades? The discussion used a regional Earth System prediction prototype (1) to raise the relevant issues.
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The NCEP GODAS Ocean Analysis of the Tropical Pacific Mixed Layer Heat Budget on Seasonal to Interannual Time Scales
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ABSTRACT

The mixed layer heat budget in the tropical Pacific is diagnosed using pentad (5 day) averaged outputs from the Global Ocean Data Assimilation System (GODAS), which is operational at the National Centers for Environmental Prediction (NCEP). The GODAS is currently used by NCEP’s Climate Prediction Center (CPC) to monitor and to understand El Niño and La Niña in near real-time. The purpose of our study is to assess the feasibility of using an operational ocean data assimilation system to understand SST variability.

The climatological mean and seasonal cycle of mixed layer heat budgets derived from GODAS agree reasonably well with previous observational and model based estimates. However, significant differences and biases were noticed. Large biases were found in GODAS zonal and meridional currents, which contributed to biases in the annual cycle of zonal and meridional advective heat fluxes. The warming due to tropical instability waves in boreal fall is severely underestimated due to use of 4-week data assimilation window. On interannual time scales, the GODAS heat budget closure is good for weak-to-moderate El Niños. A composite for weak-to-moderate El Niños suggests that zonal and meridional temperature advection and vertical entrainment/diffusion all contributed to the onset of the event, and that zonal advection played the dominant role during the decay of the event and the transition to La Niña. The net surface heat flux acts as a damping during the development stage, but plays a critical role in the decay of El Niño and the transition to the following La Niña.

The GODAS heat budget closure is generally poor for strong La Niñas. Despite the biases, the GODAS heat budget analysis tool is useful in monitoring and understanding the physical processes controlling the SST variability associated with ENSO. Therefore it has been implemented operationally at CPC in support of NOAA’s operational ENSO forecasting.
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Reconstruction of 20th Century North American Droughts Reveals a Key Role for Atlantic Basin Temperatures
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ABSTRACT

The Great Plains of North America are susceptible to multi-year droughts, such as the 1930s ‘Dust Bowl’. The droughts have been linked to SST variability in the Pacific and the Atlantic but the relative contribution of the basins in generation of prominent 20th century droughts (and wet episodes) is yet to be evaluated, in part, because the SST-forced dynamical models of the atmosphere – a common investigative tool – remain challenged in simulation of regional hydroclimate variability.

Here we adopt a statistical approach rooted in a new spatiotemporal analysis of 20th century SST variations and related drought links, which leads to remarkable reconstruction of the major dry and wet episodes over North America; attesting to the extent of the SST influence and facilitating evaluation of the basin contributions.

We find the Atlantic SSTs, tropical and extratropical, to be particularly influential; more than previously indicated, and often, more than the Pacific ones. Statistical drought reconstruction is provided a dynamical foundation from the extraction of SST-circulation links from a nearly century-long circulation record based, in part, on the recent upper-air meteorological analysis of the 1908-1948 period. The links show modulation of moisture transports to be important for drought generation, particularly in the fall. Rudimentary decadal projections based on phase-persistence of multidecadal SST variability suggest wetness over the central-northern Plains in spring-summer and drought conditions in fall.

Pacific and Atlantic SSTs evidently exert a profound influence on North American hydroclimate on decadal timescales, especially, in spring and fall; an influence not fully represented in present-day dynamical models of the atmosphere.
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Regional Earth System prediction: a decision-making tool for sustainability?
Raghu Murtugudde

While the IPCC will continue to lead Earth System projections for global issues such as greenhouse gas levels and global temperature increase, high-resolution regional Earth System predictions will be crucial for producing effective decision-making tools for day-to-day, sustainable Earth System management and adaptive management of resources. Regional Earth System predictions and projections at the order of a few meters resolution from days to decades must be validated and provide uncertainties and skill scores to be usable. While the task is daunting, it would be criminally negligent of the global human not to embark on this task immediately. The observational needs for the integrated natural-human system for the regional Earth System are distinct from the global needs even though there are many overlaps. The process understanding of the Earth System at the micro scale can be translated into predictive understanding and skillful predictions for sustainable management by merging these observations with Earth System models to go from global scale predictions and projections to regional environmental manifestations and mechanistic depiction of human interactions with the Earth System and exploitation of its resources. Regional Earth System monitoring and predictions thus will continuously take the pulse of the planet to prescribe appropriate actions for participatory decision-making for sustainable and adaptive management of the Earth System and to avoid catastrophic domains of potential outcomes.
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Defining the Earth System
The main objective of this paper is to highlight the potential role for regional Earth System prediction and projection as the main decision-making tool for sustainable management of the Earth System. Prediction in this context refers to forecasts for time-scales of days to seasons, while projection implies model depictions at decadal to longer time-scales including anthropogenic time-scales. Prediction and projection are intended to carry an intrinsic sense of closer correspondence to reality in the former versus a larger uncertainty in the latter.

As intuitive and common as the phrase Earth System may appear, a universally acceptable definition is neither intuitive nor common. Schellnhuber [1,2] has led the efforts to provide the overarching definition; the Earth System is being composed of the ecosphere and the anthroposphere. The ecosphere here is the geosphere–biosphere complex and includes the more well-known components such as the ocean, atmosphere, and cryosphere along with the biosphere, whereas the anthroposphere puts man on that ignoble pedestal from where he appears to be watching the consequences of his actions [3]. We can live with this definition for the sake of proceeding to our main goal, viz., Earth System prediction and sustainability. A dauntingly comprehensive piping diagram for the Earth System, the now well-known Bretherton diagram is presented by Schellnhuber [2] but integrating humans into the Earth System has become much more urgent since the original incarnation of this diagram by Fisher [4].

Sustainability is another concept that is intuitive and yet weighty. Simply put, it is the ability of one generation to use the resources without jeopardizing the ability of the future generations to access the same resources [5]. A mathematical definition of sustainability would require the local rate of change, for all the resources by all organisms would be zero [6]. Needless to say, as elegant as these definitions are, implementation or quantification of sustainability would be anything but simple. The most suitable and convenient definition in the context of Earth System prediction is to consider sustainability as an adaptive management with participatory decision-making and learning-by-doing being the mode of operation to strive for global stewardship [7,8].

Does the sustainable use of the Earth System mean human control of the Earth System? Schellnhuber [1] offers a few paradigms for such a control, at least to avoid the catastrophic domains where human existence is possible but subsistence will be miserable. He does offer a prioritized list to achieve sustainable development, as optimization (achieving the best Earth System performance), stabilization (achieve a desirable Earth System
state), and pessimization (simply manage to avoid the worst Earth System states). The caveat of course is that putting these paradigms into operation via the Earth System models is highly nontrivial but the task of avoiding catastrophes cannot be abandoned [1,9]. As monumental a task as it is to provide useful and usable Earth System prediction with validation, uncertainties, and skill assessment, not attempting to build viable decision-making tools would be criminally negligent of the global human.

**Modeling the Earth System**

Schellnhuber [1] offers a conceptual model for the Earth System and delivers the sobering possibility that even if we avoid the runaway warming or the runaway cooling and keep ourselves away from the Martian and Venusian regimes, the catastrophic domains that are suitable for human existence but below the level with minimal quality of life, are still in the realm of possibilities and there will be certain parts of the range of solutions that may be desirable but simply inaccessible. For example, we may have already committed to a level of warming and sea level rise [10] that may not be mitigated even by the metaphysical subcomponent of the human factor that Schellnhuber [2**] refers to as the ‘global subject’, an approximate analog being the IPCC process.

I will explore the concept of Earth System prediction with that sobering background even though some skepticism persists about the validity and usefulness of such a prediction. The concept of Earth System modeling and prediction evolved on the shoulders of some giants that led the pioneering efforts in weather and climate prediction. The legendary attempt by Richardson to use a roomful of humans as a computer to attempt the very first numerical weather prediction (NWP) was truly visionary [11]. Advances in computer technology facilitated many major advances in NWP over the next several decades [12]. Much progress was made in NWP into the 1940s and 1950s mostly based on demands for meteorological information by the militaries [13,14]. A seminal study by Lorenz [15] showed that seemingly insignificant errors in the initial conditions can generate large errors in prediction with the so-called butterfly effect or chaos [15,16] that made dynamical predictions of weather beyond a few days unattainable. It would take more than a decade before another seminal work proposed predictability well beyond the few days that weather was predictable to, termed predictability of the second kind based on the role of boundary forcing [16,17]. Climate forecast has taken a complex trajectory compared to weather prediction since climate has many modes of variability such as the monsoons and the El Niño-Southern Oscillation (ENSO), with their own spatiotemporal scales and predictabilities [18,19**,20]. The envelope of climate prediction continues to be pushed with new advances in decadal time-scale predictions [21]. Although predictions generally refer to short lead-times of days to seasons, the terminology is being extended to decadal time-scales in recent literature [21].

The natural evolution of climate modeling toward Earth System models was motivated by some of the most fascinating Earth System feedbacks, such as the potential role of biophysical feedbacks on droughts over Sahara [22]. The evolution of the coupled ocean–atmosphere models was accompanied by the development of other Earth System component models [23] and initiated the drive to consider the feedbacks between the physical climate system and the terrestrial and marine biogeochemistry and ecosystems [24,25]. The early Earth System models represented these processes in a simplified framework where choices had to be made between the details, numbers, and complexities of processes being modeled [26]. Another major new direction of development of relevance to Earth System prediction was the early dynamic downscaling to regional scales [27,28]. The formation of the Intergovernmental Panel for Climate Change (IPCC) by the United Nations and the World Meteorological Organization in 1988 was the quintessential 2nd Copernican Revolution; the process of climate projections and its purview in terms of socioeconomic and policy aspect of climate change, its mitigation and adaptation to climate change in the IPCC models continue to expand. It is not just the complexity and the details of the models that are increasing but also the resolution of the global models employed in IPCC projections have monotonically increased [29]. This should facilitate dynamic downscaling to regional scales and extend the climate projections into Earth System projections.

Even as the spatial resolutions of the Earth System models improve with each IPCC assessment, they remain at order 10 km and are expected to remain at those scales for many years if not decades. It is evident that adaptive management of resources demand Earth System information at the order of 1 km or less and the only way to reach these goals is via dynamical and statistical downscaling. Dynamical downscaling through regional climate modeling has now been applied to various Earth System issues such as human health, agriculture, and water resources [30–32]. The intrinsic nonlinearities in the physical climate system are made more conducive to emergent solutions when the Earth System feedbacks are included [33,34]. Regional Earth System is admittedly counter-intuitive but the Earth System is indeed a system of systems and the regional specificity of the ecosphere and the anthroposphere must be seen as an integrated global Earth System with nested regional Earth Systems with their own idiosyncrasies. The concept is parallel to ecosystem biomes where the ecosphere and the anthroposphere are congruous at regional scales with global connectivity. The grand challenge is to use these model constructs to generate information at all required scales for sustainable Earth System management.
Earth System prediction

The need to integrate humans and human influence on the Earth System was emphasized by the Amsterdam Declaration on Climate Change at the first Global Change Open Science conference held in Amsterdam in 2001. One response was an attempt to strengthen the integration across environmental and developmental issues and the natural and social sciences. While there is no unique approach to an Earth System modeling framework, the International Geosphere Biosphere Project (IGBP), DIVERSITAS, the World Climate Research Program (WCRP), and the International Human Dimensions Program (IHDIP) have created the new Earth System Science Partnership focused on energy and carbon cycles, food systems, water resources, and human health as the most critical issues for human well-being (http://www.essp.org). Along these lines, the WCRP launched a new strategic framework for Coordinated Observation and Prediction of the Earth System (COPES), which lists the following as one of its aims; to facilitate analysis and prediction of Earth system variability and change for use in an increasing range of practical applications of direct relevance, benefit, and value to society (http://wcrp.ipsl.jussieu.fr/). IGBP’s focus is on the interactions between biological, chemical and physical processes and interactions with human systems, and the IGBP has a stated vision of providing scientific knowledge for improving sustainability of the Earth System. Both WCRP and IGBP strive to model the Earth System and are clear manifestations of the 2nd Copernican Revolution and the human attempts to integrate themselves into the Earth System.

Any realistic Earth System prediction must immediately focus on quantitative forecasts for decision-making, keeping in mind the holistic principles of sustainable management of the future trajectories of the Earth System evolution [27]. The enormity of the task is daunting considering the complexity of the interactions and feedbacks between humans and natural systems with the coupling dependent on space, time, and organizational structures [35]. The surprises and thresholds or the resilience and time-lags of the nonlinear dynamics of these interactions can easily be missed by the separation of the analysis into social or natural sciences. It is the same artificial dichotomy between economic and environmental policies that can lead to unintended and irreversible consequences and the loss of resilience in the Earth System [36]. The systems approach to avoid these artificial disciplinary boundaries must also place environmental prediction at the center of sustainability and recognize the need to focus on the science of human interactions with the environment [37,38], and the intimate and deepening interplay between the environment, food, human health, national security, economy, and social justice [35,36,37,38].

The most well-known mode of climate variability, viz., the ENSO has a similar global reach and does offer an excellent analogy for Earth System interactions and a set of predictable targets with applications from agriculture to fisheries to human health [39]. Combined with the evidence for some decadal time-scale predictability [21], the two time-scales of Earth System prediction, including human interactions and feedbacks, evolve naturally; a shorter time-scale from days to seasons for adaptive management of natural resources such as water and energy, and human needs such as health and food security. The longer time-scale of years to decades and longer, transition us from climate variability to the realm of climate change where the separation of cause and effect tends to be significantly wider. The need for the spatio-temporal resolution of the information for adaptive management at shorter time-scales is also significantly higher than for participatory decision-making at climate change time-scales, with the latter being more of a guidance to adaptive policy decisions [40,41].

The question of uncertainties in Earth System predictions at both short and long time-scales are crucial with the former requiring quantitative measures of skill in addition, whereas projections of future trajectories of the Earth System at longer time-scales will need to offer a more solid understanding of the known unknowns or irreducible uncertainties [21,41,42]. The short-term Earth System predictions must focus on the finer spatial scales at which the faster time-scale Earth System interactions and human responses occur while the longer timescale projections must develop a range of options for the integration of humans and their actions, not only to avoid catastrophic domains of climate change but also to seek ‘safe and benign’ solutions [43]. It is evident that a spectrum of Earth System models with interactive human component is required to address the global Earth System governance including simulations of past climates to offer a rear-view mirror for future scenarios of adaptive management [26,41]. Since the Anthropocene is potentially headed into a realm not seen before [3,9], global Earth System models and the monitoring system will be the tools for spanning the phase-space of adaptive and participatory policies to steer the Earth System toward that continuous transition to sustainability [44], where hard policy decisions will be made based on soft scientific input with numerous ambiguities [7,42].

A much more quantifiable success can be achieved at regional scales and shorter lead-times (days to seasons), in high-resolution regional Earth System models with the boundary conditions provided by the global Earth System models. The advantages of local and regional understanding of natural-human system interactions or the ‘place-based’ Earth System predictions and decision-making are evident in a number of success stories [43]. I present one specific application of a regional Earth System prediction...
system to illustrate the enormity of the task and to reiterate the need for interdisciplinary and integrated approach to the research and training necessary for accomplishing the goal of adaptive management and sustainability [40].

**Earth System prediction for human health: What do we need to make it a reality?**

A prime example of a practical application of direct relevance, benefit, and value to society is environmental information for human health which is intricately intertwined with the environment, water, and agriculture [45]. The knowledge that the environment affects human health goes all the way back to Hippocrates [46]. The traditional approach or the old paradigm of climate prediction for human health tends to find correlations between climatic variables and disease incidences, outbreaks, or indicators that are precursors to an outbreak [47]. The examples range from heat and cold wave related mortalities, cholera, malaria, Rift Valley fever, dengue fever, meningitis, and so on [48,49–53]. How useful is it to simply use statistical relations if climate change is expected to alter the environmental conditions and population growth may affect the transmission dynamics? The impacts of global change are clearly manifest in global indicators such as temperature and sea level rise but the impacts on humans are often associated with local changes in weather, ecology, water resources, etc. A succinct way to illustrate the linkages from climate change to human health with the intermediate steps of microhabitat selection by the relevant microbes, transmission dynamics, socioeconomics, and the need for research and adaptation measures, is shown in Figure 1 which is modified from [54].

It is imperative to drive the Earth System prediction efforts for human health with the clear understanding that the ultimate reliability and success of a prediction system will depend on filling the gaps in mechanistic linkages from changes in climate to human health. While the ENSO paradigm has led to several successes in using direct correlations between climate variables and disease outbreaks including some early warning or forecast systems [47], climatic variables such as temperature, precipitation, humidity, and the frequency of their occurrences via changes in extreme events are all...
expected to affect human health through associated changes in ecological responses and transmission dynamics with a whole host of socioeconomic and demographic factors exerting many complex modulating influences [54,55]. The role of the microbial contamination pathways can be brought to focus by considering the example of human infections by toxic algal blooms in the marine or lacustrine environment. The algae or the microbes in these water-bodies that are toxic to humans strive to exploit a microhabitat for their own competitive edge and do not attempt to genetically hone their toxicity or virulence for humans since infected persons do not necessarily return to the water-body to provide feedback to the microbes [56]. This instantly points to the shortcomings in using a climatic habitat index to forecast the incidences or toxicity of such harmful algal blooms or pathogen levels without also considering the genetic, chemical, and biological factors, the microbial contamination pathways, human behavior, and exposure. The levels of most of the harmful algae and pathogens are related to human activity such as agriculture, waste water treatments, and land use change [57–60]. Theoretical and empirical process understanding from vastly different fields such as hydrology, watershed and water resource managements, agriculture and crop modeling, ecology, population dynamics and human behavior, have to be translated into predictive understanding to construct forecast models. More importantly, these disparate pieces have to be integrated into Earth System models, especially in the high-resolution regional Earth System models [30].

Technological innovations must drive creations of global digital libraries of air and water quality including the pathogens and their genetic information and instrumentation so that decision-makers on the ground carrying detectors such as hand-held bacterial counters or optimally distributed web of sensors that monitor environmental factors and bacterial levels can instantly validate the Earth System forecasts by comparing local air or water quality against the digital library [56]. Research and development for the human health system must bring new advances in computational social science to capture transmission dynamics and human movement and behavior [61,62] and to combine theoretical models and analytical tools and detectors to drive new directions in the research and implementation of environmental health prediction and protection [63–65]. Each component of the Earth System must consider alternate or newer paradigms to be able to use evolving Earth System predictions for providing more precise and usable feedbacks to the prediction system to lay the foundation for adaptive management and to capture emergent solutions. For example, in addition to detailed modeling of public health via computational social science and computational toxicology, more systems thinking must be brought to bear on public health practice [66,67]. The prediction models must be effective decision-making tools for specific mitigation and adaptation measures and response training such that the evaluation of the impacts of policy and management decisions in modulating climate change, regional weather changes, resource distributions and allocations, population growth and movements and the associated cascades to human health must be a continuous feedback to the Earth System models.

The need for sustained observations for continuously validating and assessing uncertainties in our Earth System models will need global and regional scale Earth System monitoring such as the Global Earth Observing System of Systems (GEOSS), being co-coordinated by the Group on Earth Observations (GEO; http://www.earthobservations.org/index.html). The stated vision for GEOSS is to realize a future wherein decisions and actions for the benefit of human kind are informed by coordinated, comprehensive, and sustained Earth observations and information. The GEO plan defines nine societal benefit areas of disasters, health, energy, climate, water, weather, ecosystems, agriculture, and biodiversity which is nearly comprehensive enough for the monitoring and nowcast-forecast vision of Earth System prediction models.

Regional Earth System prediction: a prototype

A nascent but quite a comprehensive effort on regional Earth System prediction is underway within the Earth System Science Interdisciplinary Center (http://essic.umd.edu) of the University of Maryland with dynamic down-scaling of the seasonal to interannual climate forecasts and IPCC projections for the Chesapeake watershed with a regional atmosphere, watershed, and a regional ocean model. Routine forecasts of the Chesapeake airshed, watershed, and the estuary include seasonal predictions and decadal projections of such linked products as pathogens, harmful algal blooms, sea nettles, water and air quality, fisheries, dissolved oxygen, inundation, and storm-surge. A prototype decision-making tool has been developed where the user can change the land use types (urban, wetlands, different crops, forests, livable habitat, and smart growth concepts) and choose the time period of interest from the past, present, or the future to compute the nutrient loading in the Chesapeake Bay, dissolved oxygen levels, harmful algal blooms, sea nettles, fisheries habitat suitability, etc. The tool is being made fully three-dimensional with the Google Earth and Google Ocean concepts to provide an integrated assessment and education tool for terrestrial and marine ecosystems and other resources. A unique, new approach is being attempted where specific users are being directly given the Earth System forecasts and the flow of information in their decision-making process is being monitored to obtain quantitative feedbacks. A larger context for this prototype effort is provided by a program called Climate Information: Responding to User Needs (CIRUN) which organizes workshops of users varying from agricultural to insurance sectors to national security (http://climateneeds.umd.edu), as a pioneering effort to drive a demand-pull for specific Earth System information.
instead of the old paradigm of supply-push where a vast number of model products are placed on the loading-dock hoping for users to pick them up, simply because modelers think they are useful [4]. The early returns on the use of our sea nettle forecasts by the recreational boaters are quite encouraging but we eagerly await the feedback from the watermen, river keepers, forest conservators, etc.

One can expect that such regional Earth System models with direct user-feedbacks will only become more comprehensive, complete and mechanistic, and more interactive and realistic, such that they will serve as the quantitative decision-making tools for sustainable management of the Earth System. With computational resources, the models can easily be run at a scale of a few hundred meters and with the comprehensive observational networks, further statistical downscaling can be accomplished down to a few meters to produce predictive, pre-emptive, and personalized Earth System information not only for human health but also for water and agriculture, transportation and energy, land use, air and water quality management, and sustainable use of the Earth System. Note that achieving such resolutions in global Earth System models is not possible in the near-term and even if it could be achieved for the present generation of Earth System models, the goal of modeling microbes to man is most likely to be accomplished in the regional Earth System models. The decision-making tool must serve to answer the analytical, normative, operational, and strategic questions pertaining to the advancement of Earth System Science [5,68].

**What are the hurdles for Earth System prediction for sustainability?**

Climate forecasts and their applications for decision-making have had many successes [47] but there is hardly a consensus on whether further investments in climate predictions and projections will indeed lead to increased accuracy and reduced uncertainty [42,69,70]. Identifying the shortcomings and uncertainties of the models in known regimes and knowing the vulnerability of the decisions made in response to climate impacts and projections have to work with known techniques to reduce uncertainties in our forecasts and projections [70,71]. New methodologies will be needed for an integrated assessment of the Earth System under climate change such that systemic constraints on the thresholds, switches, or choke points in the system [33], along with the multitude of normative constraints such as the carrying capacity of the Earth [36] are answered within the context of policy decisions and sustainable Earth System management. Novel approaches such as the tolerable windows are being devised to address some of these issues of integrated assessment of climate change [72] and quantitative approaches to normative questions such as the value of the environment to human well-being [73].

Bigger challenges will be to ensure that the dissemination of information does not continue or exacerbate pre-existing inequities [74,75] and to identify end-user groups that face adverse socioeconomic impacts of climate variability and change [76,77]. Just as important would be to effectively communicate the uncertainties in the forecasts and the underlying assumptions that may limit the applicability of the forecasts [78,79].

**Concluding thoughts**

As noted by others, it is often good to say the old truth again [8] and sustainability is an issue that needs to be discussed as often as possible in as many contexts as necessary. What I have suggested here is not necessarily
new except to suggest that Earth System prediction be considered at two distinct time and space scales in addition to the use of a spectrum of models with varying complexity. The IPCC framework for integrated modeling focuses on finding future evolution of the Anthropocene by coupling alternative socioeconomic development options to Earth System changes with adaptation and mitigation strategies providing feedbacks [41]. A modified version of the framework is presented in Figure 2 where the global Earth System models with the macroscopic monitoring [43] providing the tools for the global subject [2] to address the Earth System governance issues such as emissions, biodiversity, and the general issues of standardization and transition toward sustainability at time-scales of years to decades. The additional tool being advocated here is to have a suite of regional Earth System models with model-data blending for better initialization for prediction at days to seasons at resolutions of order meters to produce predictive, personalized, and pre-emptive environmental packages for adaptive management and participatory decision-making for human needs. The question of uncertainties cannot be used as an excuse for inaction anymore since the focus has to be on immediately implementing prediction systems and observational networks for sustainable resource management on a day-to-day basis.
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